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2.11 Interaction energy of the lithium-benzene complex computed by different
methods. The black dotted horizontal line corresponds to the most ac-
curate interaction energy in lithium-benzene found in the literature [43].
The black dotted vertical line indicates the most accurate equilibrium dis-
tance [42]. All results of the present work are obtained in 6-31G* basis. . . 30

3.1 Damping function of Equation (3.3). Plotted using a fixed R
(0)
AB[n] = 1,

d = 20, and sR = 0.96. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Parameters of the TS-vdW model as a function of atomic number. Values
in atomic units are retrieved from Reference [106]. . . . . . . . . . . . . . . 40

3.3 Visual representation of the change in effective volume of two non-interacting
atoms (top) vs. two interacting atoms (bottom). This is the principle
through which interactions are modeled in the TS-vdW scheme. . . . . . . 41

3.4 Benzene dimer in the sandwich conformation. . . . . . . . . . . . . . . . . 50

3.5 Comparison of the TS-vdW energy computed with two different imple-
mentations: Octopus and Quantum Espresso. . . . . . . . . . . . . . . . . 51

3.6 Comparison of the interaction energy computed with LDA vs. TS-vdW
corrected LDA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.7 The hydrogen fluoride dimer in anti-parallel conformation. . . . . . . . . . 53

3.8 Absorption cross section spectrum of the hydrogen fluoride dimer with
and without van der Waals effects. . . . . . . . . . . . . . . . . . . . . . . 54

4.1 Testing set for excitation energies with the LDA-based hybrids. . . . . . . 66

4.2 Comparison of the mean absolute error in eV of the excitation energies
computed on the set shown in Figure 4.1. . . . . . . . . . . . . . . . . . . . 68



xii

Figure Page

5.1 Schematic representation of fragments of water. A and B denote the posi-
tions of the COM of each fragment, the coordinates of a and b are points
on fragments A and B, respectively; and R = B − A is the separation
vector between the COM of the fragments. . . . . . . . . . . . . . . . . . . 76

6.1 Schematic representation of the direct coexistence method. . . . . . . . . 110

6.2 Schematic representation of the methodology of this study. Colors corre-
spond to simulation steps involving the liquid (red), the ice (blue), and
both (purple). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.3 Unitary cell of the system after joining the ice and liquid water boxes. . . 116

6.4 Time evolution of the total energy of the system along the trajectory. . . 118

6.5 Representative snapshots sampling the time evolution of the configuration
of the system along the trajectory. . . . . . . . . . . . . . . . . . . . . . 120

6.6 Oxygen-oxygen RDF of the EFP water model at the simulated tempera-
ture and comparison with the reference. . . . . . . . . . . . . . . . . . . 122

6.7 Schematic representation of the statistical analysis. . . . . . . . . . . . . 123

6.8 Statistical analysis of the density at different simulation temperatures. . 124

7.1 Spherical water cluster including 128 fragments. . . . . . . . . . . . . . . 130

7.2 Execution times comparison for small water clusters of several sizes: all
energy contributions scale with the square of the number of fragments. . 132

7.3 Execution times in logarithmic axes: exchange repulsion is the most com-
putationally expensive component of EFP-MD, followed by polarization,
electrostatics, and dispersion, respectively. . . . . . . . . . . . . . . . . . 133

7.4 Relative cost of each energy component with respect to the full calculation.
Exchange repulsion proportional cost decays with the size of the system,
but it is always at least three times that of polarization. . . . . . . . . . 134

8.1 Illustration representing the idea of the multiple time-step theory of timescale
separation. In the example of (b), by separating the time evolution in mul-
tiple time-steps polarization (green) is calculated at every step, whereas
the exchange repulsion (red) is calculated every five steps and estimated
in all other steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

8.2 Small cluster of water including 8 fragments. . . . . . . . . . . . . . . . . 141

8.3 Comparison of the time-evolution of electrostatics (orange) and polariza-
tion (green). The fastest period elapses about 5 to 10 fs. . . . . . . . . . 142



xiii

Figure Page

8.4 The hydrogen bond vibration is the fastest motion determining fluctua-
tions in the electrostatics and polarization potentials. . . . . . . . . . . . 144

8.5 Comparison of the time-evolution of dispersion (blue) and the exchange
repulsion (red). The fastest period elapses about 15 to 20 fs. . . . . . . 145

8.6 Comparison of the contributions of each energy term to the total energy.
The shaded area represents each of the contributions to the total EFP po-
tential energy. The black line shows the total energy along the trajectory.
Features of the electrostatics energy are clearly visible in the total energy.
Electrostatics is the main driver in EFP water dynamics. . . . . . . . . . 147



xiv

ABBREVIATIONS

BJ Becke-Johnson

BLYP Becke88-exchange and Lee-Yang-Parr-correlation

C Correlation

CAM Coulomb Attenuated Method

CASPT2 Complete Active Space with Second-order Perturbation Theory

CBS Complete Basis Set

CCSD Coupled-cluster with Single and Double excitations

CC2 Second-order Approximate Coupled-cluster

ChElPG Chemical Electrostatic Potentials using a Grid

COM Center of Mass

CPU Central Processing Unit

CT Charge-transfer

DMABN 4-(N,N-dimethylamino) benzonitrile

DCACP Dispersion Corrected Atom-centered Potentials

DFT Density Functional Theory

DMA Distributed Multipole Analysis

DNA Deoxyribonucleic Acid

EA Electron-attachment

EES Electric Energy Storage

EF Effective Fragment

EFP Effective Fragment Potential

EOM Equation of Motion

ES Excited-states



xv

ETRS Enforced Time-reversal Symmetry

FHI-aims Fritz Haber Institute Ab Initio Molecular Simulations

GGA Generalized Gradient Approximation

GPL General Public License

GS Ground-state

H Hartree

HF Hartree-Fock

HOMO Highest Occupied Molecular Orbital

HXC Hartree-exchange-correlation

L-BFGS Limited-memory Broyden-Fletcher-Goldfarb-Shanno

LAP Local Atomic Potentials

LDA Local Density Approximation

LMO Localized Molecular Orbital

LRC Long-range Correction

LSDA Local Spin-Density Approximation

LUMO Lowest Unoccupied Molecular Orbital

MAE Mean Absolute Error

MBD Many-body Dispersion

MCDHO Mobile Charge Densities in Harmonic Oscillators

MCQDPT Multi-configurational Quasi-degenerate Perturbation Theory

MCSCF Multi-configurational Self-consistent Field

MD Molecular Dynamics

MO Molecular Orbital

MOM Maximum Overlap Method

MP Møller-Plesset perturbation theory

MP2 Second-order Møller-Plesset perturbation theory

MP4 Fourth-order Møller-Plesset perturbation theory

MPA Mulliken Population Analysis

MRPT Multi-reference Perturbation Theory



xvi

MRCI Multi-reference Configuration Interaction

NBO Natural Bond Orbital

NPT Isobaric-Isothermal Ensemble

NVE Microcanonical Ensemble

NVT Canonical Ensemble

PA Polyacetylene

PBC Periodic Boundary Conditions

PBE Perdew-Burke-Ernzerhof

PDB Protein Data Bank

PES Potential Energy Surface

PP 1-Phenylpyrrole

QM/MM Quantum-Mechanics/Molecular-Mechanics

RDF Radial Distribution Function

RPA Random Phase Approximation

SAPT Symmetry-adapted Perturbation Theory

SGO Spherical Gaussian Overlap

SOMO Singly Occupied Molecular Orbital

TD Time-dependent

TS-vdW Tkatchenko-Scheffler van der Waals

VVO Valence Virtual Orbitals

VWN5 Fifth parametrization of the Vosko-Wilk-Nusair correlation

X Exchange

XC Exchange-correlation

XR Exchange-repulsion



xvii

ABSTRACT

Borca, Carlos H. Ph.D., Purdue University, May 2017. Challenges in Molecular Mod-
eling Engaged from Two Distinct Theoretical Perspectives. Major Professor: Lyud-
mila V. Slipchenko.

My doctoral research has been focused on how to approach intermolecular in-

teractions from two different perspectives: the Effective Fragment Potential (EFP)

method and Density Functional Theory (DFT). This dissertation essentially presents

a summary of my work on these two fields. The document consists of two parts, each

organized in chronological order. Important problems in DFT, such as the accurate

description of charge transfer, dispersion, and excited states, are addressed in the first

part. The purpose of the second part is two-fold. First, to provide an inclusive, fully-

detailed, and up-to-date description of EFP. Hopefully, it will serve as an accessible

guide to the theory behind the method, which to the best of my knowledge is still

missing in the literature. And second, to engage important challenges in the vastly

unexplored field of molecular dynamics (MD) with the EFP method: the determi-

nation of the melting point of the EFP water model, analysis of the computational

cost of MD simulations with the EFP method, and alternatives to achieve better

efficiency when performing these simulations. Additionally, the information compiled

in this document intends to be complete enough to guarantee that my work can be

reproduced, and to serve as a base for the generation of new ideas in both fields.
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1. INTRODUCTION

This thesis consists essentially of two parts: three chapters addressing various

topics in the field of Density Functional Theory (DFT), and four chapters engaging

challenges in the Effective Fragment Potential (EFP) method. A brief description of

each chapter is provided in the following paragraphs.

Starting with the DFT part, Chapter 2 is an exploration of how various ap-

proximate functionals and charge-distribution schemes describe ground-state atomic-

charge distributions. To understand the trends, comparisons with Hartree-Fock (HF)

and correlated post-HF calculations are carried out, confirming that the frontier-

molecular-orbitals gap is narrower in semi-local functionals, but wider in hybrid func-

tionals with large fractions of HF exchange. In this project, we analyze and explain

why this happens, discuss implications, and conclude that hybrid functionals with an

admixture of about one-fourth of HF exchange, such as PBE0 or B3LYP, are par-

ticularly useful in describing charge transfer in the lithium-benzene model. These

findings have been recently reported in the Journal of Physical Chemistry A [1].

In Chapter 3, the derivation of the equations of the Tkatchenko-Scheffler van der

Waals (TS-vdW) method is explained in detail, and a portable implementation of

the TS-vdW scheme is presented. In particular, the expressions for the force and the

exchange-correlation (XC) potential are derived. The portable C library is designed

to allow for modular interfacing with codes that use various basis set representations.

A pilot implementation in the Octopus code is tested and its results validated with

other codes for internal consistency. Exploratory results for both ground- and excited-

states properties are presented.
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In Chapter 4, a brief review of the theory of hybrid functionals is initially pre-

sented, leading to a discussion on why the inclusion of HF exchange, and its long-

range-corrected form, dominate over the generalized gradient corrections in the im-

provement of the quality of the fundamental gap and the enhancement excitation-

energy estimations. As an illustration, the CAM-LDA0 method is introduced: a

three-parameter functional, with 1/4 global and 1/2 long-range HF interaction, re-

spectively; a range separation factor of 1/3; and pure LDA exchange and correlation.

It is shown that CAM-LDA0 works for electronic excitations as well as the CAM-

B3LYP functional, with the advantage of reduced computational cost due to the

omission of the convoluted generalized gradient corrections. These findings have also

been recently reported in the Journal of Physical Chemistry A [2].

Chapter 5 transitions to the EFP method. It serves as an introduction to the

topic and provides basic information about its working mechanism. It intends to

provide an accessible guide to EFP. The chapter starts with a quick historical per-

spective. Subsequently, the most common derivations for each energy term of the

purely-classical method are described. Finally, it concludes with a short explanation

of the basic steps required to run an EFP calculation.

In Chapter 6, the thermodynamic equilibrium between water and ice is explored

using molecular dynamics (MD) with the EFP method. Important characteristics

of the EFP water model are discussed based on the time evolution of the energy,

and average properties, such as the radial distribution functions (RDF) and the den-

sity. The melting point of the EFP ice is calculated based on the analysis of the

evolution of the total energy along simulations in the isothermal-isobaric ensemble at

different temperatures. Unfortunately, a similar investigation [3] was published before

this study could be submitted for peer-review consideration. Notwithstanding, this

chapter summarizes the results obtained in the effort, which coincide with what was

reported in the aforementioned article.

Chapter 7 presents an exploration of the computational efficiency of MD simula-

tions with the EFP method. Using EFP-MD simulations on small clusters of water,
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the computational demands of each of the energy terms of the EFP method are an-

alyzed. A discussion on the computational scaling and cost pre-factor of each term

is presented, leading to the conclusion that the exchange-repulsion (XR) term is the

most demanding. Being at least three times more expensive than polarization, XR is

the bottleneck interaction in EFP-MD.

Chapter 8 explores how to exploit the inherent timescale separation between en-

ergy contributions to accelerate MD simulations with the EFP method. It is shown

that XR interactions are mildly dependent on molecular orientation and evolve slowly

with respect to the other types of interactions in the EFP method. Therefore, a

Taylor expansion, updated intermittently, allows for an estimation of the XR term

offering the possibility to improve the efficiency of EFP-MD simulations in small- and

medium-sized systems.

Finally, a short summary of the most important messages of each project and

perspectives for future research derived from this work, are presented in Chapter 9.

Concluding this thesis, the summary chapter also mentions briefly other projects in

which I have been involved throughout my doctoral studies.



PART ONE
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2. GROUND-STATE CHARGE TRANSFER
IN DENSITY FUNCTIONAL THEORY

2.1 Introduction

Kohn-Sham DFT is one of the most popular electronic structure methods applied

throughout science and engineering [4]. However, most density-functional approxi-

mations have intrinsic problems related to delocalization and self-interaction errors,

which undermine the description of charge transfer.

An accurate description of these phenomena is essential in modeling of novel elec-

tric energy storage systems such as supercapacitors, which are becoming increasingly

used in the development of clean and renewable energy technology.

In this chapter, I present an exploration of how various approximate functionals

and charge-distribution schemes describe ground-state atomic-charge distributions in

the lithium-benzene complex, a model system of relevance to carbon-based superca-

pacitors [1].

To understand the trends, HF and correlated post-HF calculations are used for

comparison, confirming that the approximated fundamental gap is narrower in semi-

local functionals, but widened by hybrid functionals with large fractions of HF ex-

change.

For semi-local functionals, natural bond orbital (NBO) and Mulliken schemes yield

opposite pictures of how charge transfer occurs. Furthermore, the partial charges in

conjugated materials depend on the interplay between the charge-distribution scheme

employed and the underlying XC functional, being critically sensitive to the admix-

ture of HF exchange. An analysis and explanation of why this happens is presented,

implications are discussed, and it is concluded that hybrid functionals with an admix-
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ture of about one-fourth of HF exchange are particularly useful in describing charge

transfer in the lithium-benzene model.

2.1.1 Motivation

Climate change and the increasing demand of limited fossil fuels are concerning

for both the scientific community and society at large [5,6]. Around the world, efforts

to produce renewable and clean energy are supported by governments and private

sectors [7]. The creation of more powerful electric energy storage (EES) systems

is one of the main challenges in the area, and porous carbon materials have great

potential for the construction of novel EES devices such as supercapacitors [8, 9].

Due to experimental limitations, high costs of nanotechnology research, and im-

portance of quantum effects, computational-aided fabrication of carbon materials for

supercapacitors is promising [10–13]. Often, classical force fields provide useful data

for calculations of chemical stability, adsorption and desorption dynamics, and other

properties of these materials [14]. Yet, the exploration of quantum phenomena such

as charge transfer, which is at the heart of the working mechanism of supercapacitors,

requires ab initio treatment.

The goal of this study is to investigate whether standard approximations in

Kohn-Sham DFT [15,16], when used in combination with popular charge-distribution

schemes [17], provide an adequate description of the ground-state charge transfer that

occurs in a very simple model system: the lithium-benzene complex. Some of the key

features observed in this system are due to the interaction between a lithium atom

that can be easily ionized and a benzene ring whose valence electrons are delocalized

due to aromaticity, so these observations are relevant to the much more complex sim-

ulations of carbon nanoporous electrodes in supercapacitors [18], where such interac-

tions are ubiquitous. More generally, the question is how different charge-distribution

schemes perform for various families of approximate XC functionals, and understand

the trends.
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2.1.2 Theory

In Kohn-Sham DFT, the time-independent Schrödinger equation of a fictitious

system of non-interacting electrons that generates the same density as a given system

of interacting electrons, is solved. This is known as the Kohn-Sham equation. Using

atomic units: {
−1

2
∇2
i + vs(r)

}
φi(r) = εiφi(r) , (2.1)

where r is the electronic coordinate, εi is the energy of the Kohn-Sham orbital, φi(r),

and vs(r), is the effective potential acting on the system, known as the Kohn-Sham

potential, and it consist of the external potential and electron-electron interactions.

Given that electrons do not interact explicitly, the density for this N -electron

system, n(r), can be defined as the sum of the squares of the Kohn-Sham orbitals:

n(r) =
N∑
i=1

|φi(r)|2 ; (2.2)

then, the ground-state energy of the system is defined as

E[n] = F [n] +

∫
d3r vext(r) n(r) , (2.3)

where vext(r) is the non-universal external potential that is unique for each system.

F [n] is known as the universal functional1 from Levy’s constraint search [19,20] which

can be decomposed as the kinetic energy of the non-interacting electron gas, T [n], and

the Hartree-exchange-correlation (HXC) energy, EHXC[n], a functional that represents

the interactions between electrons,

F [n] = T [n] + EHXC[n] . (2.4)

In Kohn-Sham DFT the kinetic-energy term is conveniently approximated by

taking the sum of the kinetic energies of the Kohn-Sham orbitals:

TS[n] = min
Φs→n

〈Φs| T̂ |Φs〉 = −1

2

N∑
i=1

∫
d3rφ∗i (r)∇2 φi(r) , (2.5)

1Squared-bracket functional notation is employed throughout. Dependence on r is left implicit in
functional notation.
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where Φs is the Slater determinant that corresponds to the density n(r). In addition,

the EHXC[n] can be further decomposed in a Coulomb-repulsion (H) term and an XC

term,

EHXC[n] = EH[n] + EXC[n] . (2.6)

The repulsion term, EH[n], is generally known as the Hartree-energy functional,

and is defined in a way similar to wave-function methods:

EH[n] =
1

2

∫
d3r

∫
d3r′

n(r) n(r′)

|r− r′|
. (2.7)

The exact form of the exchange-correlation-energy functional, EXC[n], is unknown.

Hence approximations are required. Usually EXC[n] is split in the exchange-energy

functional, EX[n], and the correlation-energy functional, EC[n],

EXC[n] = EX[n] + EC[n] . (2.8)

The main idea behind rational density-functional development is to find approx-

imations to EXC[n] that satisfy the simple exact conditions known for the limit be-

havior of the universal functional and that, at the same time, reach high chemical

accuracy.

One of those conditions, known for one-electron systems, is that EHXC[n] must

vanish,

EHXC[n] = EH[n] + EX[n] + EC[n] = 0 . (2.9)

If the requirement of Equation (2.9) is not met, there is a case of what is called the

self-interaction error [21–25], meaning that the density of one electron is interacting

with itself producing a spurious EHXC[n].

Additionally, in one-electron systems, EC[n] must be equal to zero because there

is only one electron, thus the EH[n] must be equal to minus EX[n],

EH[n] = −EX[n] . (2.10)

As is well known, however, approximate DFT calculations suffer from problems

that need to be addressed [26]. For instance, most standard approximations to the
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XC functional underestimate charge-transfer (CT) excitation energies and overesti-

mate binding energies of CT complexes [27, 28]. Mori-Sanchez et al. [29] and Cohen

et al. [30] demonstrated that this problem can be traced back to the delocalization

error of approximate functionals: their tendency to minimize the energy by unreal-

istically spreading-out the electronic density, especially at large separations between

the fragments involved in the charge transfer. As discussed by Cohen et al. [27],

this inaccuracy is closely related to the self-interaction error, and it is caused by the

unphysical convex behavior of the energy as a function of fractional charge.

For example, standard functionals work well around the equilibrium separation

in H+
2 , but they fail as the molecule is stretched. In an ensemble representation, at

infinite separation, there should be two H atoms with half an electron each. Then, the

exact energy of an atom, as a function of the charge, is a straight-line interpolation

between integers [31], because of the discrete nature of electrons. However, functionals

incorrectly convex the energy between the charge integers yielding incorrect energies

in cases where there are atoms with fractional charges [32], as depicted in Figure 2.1.

Rational design of functionals is based on improvements gained by considering

universal constraints, rather than using empirical parameters, in order to create more

universally useful functionals. Perdew and Schmidt have proposed a hierarchy, the

Jacob’s lader for functional sophistication [33]. It starts with HF on the ground level,

considering no correlation. The first three rungs are the local density approximation

(LDA), the generalized gradient approximation (GGA), and the meta-GGA. Local

and semi-local approximations are useful, given their computational efficiency and

non-empirical nature. They are followed by the hybrid functionals, which are the most

used functionals in chemistry, and tend to be more accurate for equilibrium properties.

Generally, this rung of functionals includes some fitted parameters, and many of them

include a HF-exchange term, EHF
X , to better capture the long-range interactions.

Currently, the ladder ends up with the random-phase approximations (RPA), though

it is intended to eventually lead to the universally-exact density functional.
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Figure 2.1. Graphical description of the Delocalization Error.
Adapted from Reference [27].

2.1.3 Background

Properties of alkali-conjugated complexes have been explored in several compu-

tational studies [34–40]. For instance, studying the conformation of complexes of

lithium and C60 fullerenes, Varganov et al. found a strong ionic interaction be-

tween the atom and the fullerene [41]. The structures and dissociation energies of

lithium and benzene sandwich complexes were researched by Vollmer et al. using

several quantum-mechanical methods [35]. Kang studied the formation of neutral

lithium-aromatic complexes and found that it originates in the charge transfer from

the lithium atom to the aromatic rings [36]. An emerging discussion about the ex-

istence of charge transfer between lithium and aromatic carbon compounds moti-

vated Ferre-Vilaplana [37] and Martinez et al. [38] to look into the lithium-benzene
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complex. Marshall et al. explored cation-π interactions, modeling the approach of

alkali-cations to a benzene ring from different angles and inclinations pointing out

that non-perpendicular interactions in cation-benzene complexes are attractive [39].

In response to the controversy about charge transfer, Baker and Head-Gordon

[42] studied a set of polyaromatic carbon systems with lithium, which included the

lithium-benzene complex, and suggested that some density-functional approximations

may produce artificial charge transfer due to the self-interaction error, whereas HF

underestimates the amount of charge transfer as a result of overlocalization. Inspired

by that work, Denis and Iribarne [43] used the lithium-benzene complex as a prototype

system to understand the interaction in lithium-doped carbon compounds, focusing on

the relationship between its symmetry and stability. Employing highly sophisticated

techniques, they concluded that charge transfer does indeed occur.

Two questions that are relevant in this context are asked here: (1) What do

popular charge-distribution schemes tell about ground-state charge transfer in the

lithium-benzene complex; (2) How does the answer to the first question depend on the

approximation employed for the XC functional? As will be made clear, the admixture

of HF exchange in the functional plays a critical role. Resorting to HF and post-

HF multi-state calculations, I explain why. First, a summary of the computational

methods employed is presented in the next section.

2.2 Computational Methods

Ground-state electron transfer is studied as a function of the separation between

a lithium atom and the center of a benzene ring. A potential energy surface (PES)

rigid scan is performed along the coordinate of separation between the center of mass

(COM) of the benzene molecule and the lithium atom, perpendicular to the plane

of benzene (see Figure 2.2). This is done in a series of unrestricted single-point

calculations [44], where the lithium atom advances towards the benzene molecule

along the main symmetry axis, while the geometry of the benzene molecule, optimized

with B3LYP/6-31G*, is kept fixed. The atom starts its path towards the ring at 7.0 Å,
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C-C: 1.397 Å
C-H: 1.084 Å

Figure 2.2. Lithium-benzene complex. The lithium atom is displaced
along the z-axis towards the center of the benzene ring.

moving at 0.1 Å steps, and totaling 71 points. Initial separation of 7.0 Å guarantees

minimal interaction between the two fragments. The electronic structure and the

atomic charge on lithium are analyzed as a function of separation. For consistency,

all calculations are carried out with the same basis set, 6-31G*, in the computational

chemistry package Q-Chem 4.3 [45–47]. The self-consistent field convergence criteria

are chosen such that the direct inversion in the iterative subspace error is below

1.0×10−9. For each geometry, the lowest energy solution was found by employing the

maximum overlap method (MOM) [48] when necessary.

Two sets of approximate functionals are employed (Table 2.1). Each set has

functionals from different rungs in Perdew’s Jacob’s ladder of approximations [4] or

levels of sophistication.

On the one hand, PES calculations are performed with PBE [49], PBE0 [50, 51],

PBE50 [52], and LRC-ωPBEPBE [53] functionals. PBE is a non-empirical GGA with
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Table 2.1.
Composition of exchange and correlation functionals of the PBE and
BLYP families.

Functional Exchange Correlation

PBE EPBE
X EPBE

C

PBE0 0.75EPBE
X + 0.25EHF

X EPBE
C

PBE50 0.50EPBE
X + 0.50EHF

X EPBE
C

BLYP EB88
X ELYP

C

B3LYP 0.08ESlater
X + 0.72EB88

X + 0.20EHF
X 0.19EVWN5

C + 0.81ELYP
C

exchange and correlation expressions derived from physical constraints. The hybrids

PBE0 and PBE50 are prepared by admixing 25% and 50% of EHF
X , respectively,

as this inclusion is believed to improve atomization energies, energy barriers, and

energy gaps in materials without impacting computational performance [54, 55]. A

different way of including a fraction of EHF
X in hybrids is through the Long-Range

Correction (LRC), as in LRC-ωPBEPBE. In LRC functionals the 1/r12 dependence

of the exchange potential is decomposed into an error function of ωr12, which accounts

for the amount of EHF
X and governs the long-range behavior, and its complementary,

which corresponds to pure-DFT exchange, EDFT
X , and rules short-range interactions,

as shown in Figure 2.3. ω is a range-separation parameter that adjusts the distance

at which the EDFT
X vanishes.

On the other hand, BLYP [56], B3LYP [57], and CAM-B3LYP [58] were used.

BLYP is a simple GGA constructed by putting together the pure-DFT Becke88 ex-

change [59] and the Lee-Yang-Par correlation [60] functionals. Replacing the ex-

change with a mixture of Slater [15,16,61], Becke88, and HF exchange, and combining

VWN5 [62] and LYP correlation, produces the highly popular B3LYP hybrid. CAM-

B3LYP is another LRC hybrid prepared by using an attenuated Coulomb interaction

to correct the long-range exchange. The decomposition of 1/r12 in the calculation of
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Figure 2.3. Contribution of EHF
X to the total EX, as a function of the

electronic coordinates (r12), for the density-functional approximations
employed in this work.

EX is done by including two parameters. The second parameter avoids vanishing of

EHF
X at short distances and of EDFT

X at long distances. Notably, CAM-B3LYP does

not include Slater exchange, as opposed to B3LYP.

In addition to the DFT calculations, lithium-benzene interaction energies are com-

puted with HF, second- and fourth-order Møller-Plesset perturbation theory (MP2,

MP4) [63], and coupled-cluster with single and double excitations method (CCSD)

[64,65].

To better understand charge transfer behavior, the equation-of-motion coupled-

cluster method with single and double excitations for electron attachment (EOM-EA-

CCSD) [66–68] is employed. EOM-EA-CCSD provides information on both ground-

and excited-states PESs, allowing to relate charge transfer to the interaction of the
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ground (GS) and excited states (ES) that have CT character. Chemically important

regions of the excited-states PESs are computed on a tighter grid, such that the whole

PES comprises 221 points computed with uneven displacements ranging from 0.005

Å to 0.1 Å.

The partial charge on the lithium atom is computed by means of Mulliken Popu-

lation Analysis (MPA) [69], NBO theory [70], Chemical Electrostatic Potentials using

a Grid (ChElPG) [71], as well as a simple estimate based on the dipole moment, µ:

Q
µ/z
A (z) =

‖µ‖
z
, (2.11)

where z is the separation between fragments and µ is the dipole-moment vector

defined as:

µ =

∫
d3rn(r) z k̂, (2.12)

where n(r) is the ground-state electron density and k̂ is the z -direction unitary vector.

Interaction energy curves are calculated as the difference between the total ground-

state energy of the system, at each point, and the sum of the energies of the isolated

fragments: the benzene molecule and the lithium atom,

Eint(z) = E9···Li(z)− (E9 + ELi). (2.13)

2.3 Results and Discussion

The discussion is divided into five parts. The first two parts analyze in detail

atomic charges and molecular orbitals (MOs). The next two sections compare (single-

state) DFT results with those of a multi-state approach. The final section discusses

the description interaction energies.

2.3.1 Charge Distributions

The results of the charge-distribution analyses are summarized in Figure 2.4, where

it can be verified that the calculated charge on the lithium atom depends strongly on

both the nature of the approximate XC functional and the charge-distribution scheme

employed. The discussion on the latter dependence comes first.
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Figure 2.4. Charge accumulated over the lithium atom as a function
of the separation between fragments in the lithium-benzene complex.
Noteworthy, charge-distribution schemes produce diverse results. By
admixing HF exchange, the description of the charge transfer changes.
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Interestingly, in Figure 2.4, natural charges from NBO (blue, solid lines) and

Mulliken charges (green, long-dashed lines) show opposite results. The Mulliken

charge on lithium tends to be negative. This can be understood by examining the

definition of the Mulliken charge for open-shell systems. The charge belonging to

atom A, QMPA
A , is expressed by

QMPA
A = ZA −

∑
ν∈A

∑
µ

∑
i

(
Cα
µiC

α∗
νi + Cβ

µiC
β∗
νi

)
Sµν , (2.14)

where ZA is the atomic number of atom A, Cα
µi and Cα∗

νi are the matrix elements

representing the alpha coefficients of the basis functions µ and ν, respectively, in the

i-th MO, and Sµν is the matrix element representing the overlap-integral between

basis functions µ and ν. The same notation applies for beta orbitals, substituting

the α superscript by β. The second term on the right-hand side, often called gross

atomic product, is computed by taking the sums of the product of the coefficients of

two basis functions and their overlap. If several basis functions overlap on the lithium

atom, which is the case at short distances, the corresponding gross atomic product

increases, making the Mulliken charge more negative.

These effects had been previously observed, in general by Reed et al. [72] and Kim

et al. [73], and in particular for the lithium-benzene complex by Vollmer et al. [35].

They pointed out that Mulliken populations and charges are highly susceptible to the

basis set employed and become ambiguous when utilized with diffuse basis sets.

ChElPG is an alternative to explore atomic charges. It uses the electrostatic

potential computed from the system’s wave function on a grid, and then tries to

match that potential by optimizing a set of trial point charges located at the nuclei.

ChElPG curves (orange, short-discontinuous lines in Figure 2.4) are smooth at long

and medium distances, in agreement with those of Mulliken. However, as the atom

moves towards the cavity formed by the benzene ring, ChElPG shows a sheer behavior

when the atom is too close to the ring’s surface and the electrostatic potential is poorly

described.
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The dipole-based scheme of Equation (2.11) (red, dotted lines in Figure 2.4) agrees

qualitatively with Mulliken and ChEIPG at medium and large distances, but the

scheme clearly breaks down at short separations, where the classical expression for

the dipole as generated by point charges is not adequate.

In contrast to other schemes, the variations of the natural charge on the lithium

atom are solely due to changes in the occupation of bonding and non-bonding orbitals.

In the NBO theory, orbitals are classified into three groups: non-bonding natural

atomic orbitals, orbitals involved in bonding and anti-bonding, and Rydberg-type

orbitals. Atomic and Rydberg orbitals are made of basis functions of single atoms,

whereas bonding and anti-bonding orbitals are a combination of basis functions of two

atoms. This resembles Lewis’ idea of core, lone pair, and valence electrons. Thus, the

NBO procedure treats the bonding and anti-bonding orbitals as linear combinations

of two-atom basis functions, while Mulliken analysis treats all the orbitals as linear

combinations of two-atom basis functions [17]. At the end, an orthonormal set of

localized maximum-occupancy orbitals is produced. The leading N members of this

set give a Lewis-like description of the total electron density.

Notably, the NBO scheme reveals extreme behaviors, showing either no charge

accumulation on lithium at long separations, or a sudden change in the lithium charge

at short separations. BLYP and PBE are the exceptions, showing an intermediate

region in which there is an incremental accumulation of positive charge. In all cases,

the lithium natural charges at short separations become positive and close to 1 e.

Different charge-distribution schemes thus provide qualitatively different results.

Natural charges have the advantage of not being as susceptible to basis-set issues as

Mulliken charges or to surface effects as ChElPG charges [35]. As it will be shown in

the next section, natural charges are in agreement with the analysis of the MOs for

this system.

Figure 2.4 also provides a comparison between approximate XC functionals of

similar complexity. At long distances, all DFT calculations and HF go to the correct

separation limit with no partial charges on either fragment. At short separations,
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all functionals and HF predict charge transfer from lithium to benzene. However,

pure-DFT functionals, BLYP and PBE, show a different picture at intermediate sep-

arations. Namely, all charge schemes reveal a growth of fractional, positive charge on

the lithium atom in the region between 2.3 Å and 1.3 Å for these two functionals. To

understand this, valence MOs are analyzed next.

2.3.2 Frontier Molecular Orbitals

In Figure 2.5 the energies of relevant alpha MOs are plotted. A interdependence

between the qualitative description of charge transfer described in the previous sec-

tion, the energy difference between the highest occupied molecular orbital (HOMO)

and the lowest unoccupied molecular orbital (LUMO), the character of the frontier

MOs, and the contribution of EHF
X becomes evident. For more clarity, the discussion

of the the results of the functionals of the PBE family, shown on the right-hand side

of Figure 2.5 comes first, and they are compared with HF (top left).

The HOMO-LUMO gap (also known as the approximated fundamental gap) width

at large separation follows the trend:

HF > LRC-ωPBEPBE > PBE50 > PBE0 > PBE.

Generally, the gap width decreases due to the stabilization of unoccupied orbitals

(dotted lines) and destabilization of occupied orbitals (continuous line), following the

same trend. Notably, for separations between 1.3 Å and 2.3 Å PBE and BLYP have

no gap, promoting delocalization.

As shown in Figure 2.4, all charge distribution schemes except for NBO show some

degree of charge transfer even at medium distances, reflecting HOMO delocalization

between the lithium atom and the benzene ring. This is a manifestation of HOMO

hybridization. When the character of the HOMO changes, it produces discontinuities

in atomic-charge curves. PBE is the most interesting case, so it is discussed in detail

using Figure 2.6, which compares HOMOs, at three characteristic separations, in HF

(2.6(a), 2.6(d), 2.6(g)), PBE0 (2.6(b), 2.6(e), 2.6(h)), and PBE (2.6(c), 2.6(f), 2.6(i)).

Figures 2.7 and 2.8 provide additional details supporting this discussion.
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On the one hand, as shown in the top row of Figure 2.6, the contribution from

benzene’s π bonding orbital (or A2u)
2 to the long-range HF HOMO increases as the

separation shortens, implying that the weight from benzene’s basis functions is be-

coming predominant in the complex. As the atom approaches the ring, larger portions

of lithium’s pz and benzene’s pz basis functions are incorporated into the HOMO, at

the expense of a smaller share of lithium’s s atomic orbitals (compare illustrations

in Figures 2.6(d) with 2.6(g) and see Figures 2.7 and 2.8). Notwithstanding, there

is no evidence of charge transfer in Figures 2.6(d) and 2.6(g) since the lithium atom

always contributes to the HOMO.

On the other hand, inspection of the PBE HOMO at the bottom in Figure 2.6

suggests that at large separation it has a main contribution from lithium’s s orbital

and a minor contribution from benzene’s A2u orbital, similar to HF (compare Figures

2.6(g) and 2.6(i), and see Figures 2.7 and 2.8). Nonetheless, the contribution from

pz orbitals from both lithium and benzene is marginally greater in PBE, while the

weight of lithium’s s basis functions slightly decreases. This is reflected in a smoother

and slightly more spread-out surface of the PBE HOMO over the benzene ring.

At medium separations, the character of the HOMO in PBE changes, in con-

trast with HF (compare Figures 2.6(d) and 2.6(f)). Instead of having an important

contribution from benzene’s π (A2u), we see a predominant π∗ (E2u) anti-bonding

character in PBE. In the same range of separations (1.3-2.3 Å), HOMO and LUMO

energy curves in PBE become degenerate and experience a kink (see Figure 2.5). In

this region, the frontier MOs consist of the E2u orbital of benzene and a s-pz hy-

bridized orbital on lithium (see Figure 2.6(f)). Also, natural charges suggest that this

intermediate state involves a partial charge transfer between the lithium atom and

benzene molecule (see Figure 2.4).

At short separations, PBE predicts complete electron transfer from lithium to

benzene. The HOMO localizes over the benzene ring and misses any contribution

from lithium’s basis functions. Additionally, the character of the HOMO and LUMO

2Here and later benzene orbital symmetries are based on D6h point group.
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(a) HF, 1 Å. (b) DFT/PBE0, 1 Å. (c) DFT/PBE, 1 Å.

(d) HF, 2 Å. (e) DFT/PBE0, 2 Å. (f) DFT/PBE, 2 Å.

(g) HF, 3 Å. (h) DFT/PBE0, 3 Å. (i) DFT/PBE, 3 Å.

Figure 2.6. Evolution of the lithium-benzene HOMO as a function
of the separation between fragments, for HF, PBE0, and PBE. The
HOMO adopts one character a long separation and another one at
short separation in HF and PBE0, whereas in PBE it exhibits three
different characters. Interestingly, at separations shorter than 1.3 Å
the HOMO is exclusively localized over the benzene molecule in all
cases.
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changes again (compare Figures 2.6(c) and 2.6(f)), and the HOMO-LUMO degeneracy

is broken (see Figure 2.5). Thus, at short separations, PBE and HF show the same

CT state. (see Figures 2.4, 2.7, and 2.8).

The PBE0 HOMO, shown at the center in Figure 2.6, transforms as the HF

HOMO. The main difference of PBE0 with respect to pure PBE is the absence of

the intermediate-separation state (compare Figures 2.6(e) and 2.6(f)). In PBE0, the

system abruptly switches from the long-range neutral state to the short-range CT

state at ∼1.65 Å (see Figures 2.4 and 2.5). Likewise, the evolution of the HOMO in

PBE50 and LRC-ωPBEPBE is analogous to that observed in HF.

The other set of functionals, including BLYP, B3LYP, and CAM-B3LYP, follows

the previous description closely, as seen in Figures 2.4 and 2.5. As with PBE, an

intermediate state is also observed with BLYP. In the BLYP-family functionals, the

trend of the HOMO-LUMO gap is:

HF > CAM-B3LYP > B3LYP > BLYP.

Therefore, in both PBE and BLYP families of functionals, the character of the

frontier MOs and their energies depend strongly upon the admixture of EHF
X . The

difference between the functionals in each set is the proportion of EHF
X . Our calcula-

tions show that the HOMO-LUMO gap increases with the amount of EHF
X and is the

largest in HF. Additionally, functionals with a narrow HOMO-LUMO gap exhibit an

intermediate partial-CT state. The charge transfer occurs at longer inter-monomer

separation in functionals with no EHF
X . Is the charge transfer between lithium and

benzene a real phenomenon? Which functional and which partial-charge scheme

provide the best description of the lithium-benzene complex? These questions are

explored in detail in the next two sections of the paper.

2.3.3 State-crossing

In the first two sections of this discussion, the variation of charge accumulation on

lithium was related to a change in character of the wave function along the lithium-

benzene separation. The abrupt change in the wave-function character suggests the
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existence of a state crossing. While the description of a state crossing by single-

reference methods is generally non-trivial, a few techniques are available, including

wave-function stability analysis [74], symmetry-enforced self-consistent field conver-

gence, constrained DFT methods [75, 76], etc. The MOM by Gilbert et al. [48] is

employed, to find the lowest energy solution for each separation between lithium and

benzene.

If the MOM is triggered on the first cycle of the self-consistent procedure, it holds

the initial configuration by choosing occupancies that maximize the overlap of the new

occupied orbitals with the set previously occupied. In this case, when the calculation

of the PES starts from long separations, the MOM, accompanied by reading orbitals

from a previous geometry, helps maintaining the neutral-state character [9···Li·]. On

the other hand, starting from short separations, the CT state [9−Li+] can be enforced

and kept.

Electronic energies of the neutral and CT states obtained with the MOM are

presented in Figure 2.9. The curves are plotted using only those calculations in which

the self-consistent field procedure converged under tight criteria. State crossings are

clearly observed in all cases except BLYP and PBE, both of which become unstable

in the region near the crossing. This instability is manifested by the presence of an

intermediate state seen in Figure 2.5. Notably, the convergence of the higher-energy

state is more stable when the proportion of EHF
X is greater, such that the most stable

MOM calculations are those of HF.

Comparison of HF and DFT state-crossing curves suggests that the CT state in

HF is displaced to higher energies with respect to the neutral state, causing a shift

of the crossing to shorter separations. Indeed, the crossing occurs at around 1.65 Å

in all hybrid and LRC functionals, whereas in HF it is located at around 1.45 Å.

A relative overstabilization of the CT state in functionals, with respect to HF, is

consistent with narrower HOMO-LUMO gaps in functionals than in HF, as discussed

in Section 2.3.2.



27

The separation at which the state crossing appears in B3LYP coincides with that

at which HOMO and LUMO energies nearly collide in Figure 2.5. A similar situation

is observed for PBE0, although the HOMO-LUMO gap is slightly wider. This suggests

that one could correctly estimate the position of a state-crossing in PBE0 and B3LYP

by monitoring the HOMO-LUMO gap. However, this is not true in general.

2.3.4 Excited-state Calculations

The calculations discussed hitherto are based on single-reference methods. To

better understand the physics of charge transfer in our model system, the interaction

of the ground and excited CT states is now calculated using a method that is capable

of describing several electronic states on equal footing. For this purpose, it is possible

to use a multi-reference method such as multi-configurational self-consistent field

(MCSCF), multi-reference perturbation theory (CASPT2, MRPT, MCQDPT), or

multi-reference configuration interaction (MRCI) [77]. In this case, an alternative

method for describing electronic states in the lithium-benzene complex is used, namely

EOM-EA-CCSD. This sophisticated treatment provides a robust description of radical

systems, correctly capturing the multi-configurational nature of electronic states by

using a single-reference formalism [68].

The closed-shell cation state [9···Li+] is taken as a reference state in EOM-EA-

CCSD, while electronic states of a neutral complex are obtained by creating an elec-

tron on any vacant orbital. These electronic configurations constitute single exci-

tations. Additionally, electronic configurations in which the creation of an electron

on a virtual orbital is accompanied by the excitation of another electron (double

excitations) are also included in the subspace in which the Hamiltonian is diago-

nalized. Thus, in the EOM-EA-CCSD formalism both the ground and CT states

of the lithium-benzene complex are obtained as single excitations from the cation

reference-state and are expected to be described with similar quality. Therefore,

EOM-EA-CCSD provides an accurate location of the state crossing, if there is one.
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Figure 2.10. Energy of the electronic states as a function of the sepa-
ration between the plane of benzene and the lithium atom, obtained
by the EOM-EA-CCSD method. The ground state (GS) is plotted
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cited states (ES). SOMOs corresponding to the leading configuration
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long-separation ground state, in which the SOMO is mainly localized
over lithium, and a CT state, in which the SOMO localizes exclusively
over the benzene molecule, occurs at 1.5 Å.

The results obtained with the EOM-EA-CCSD method are presented in Figure

2.10. The character of the electronic states might be derived from the shapes of

the singly-occupied molecular orbitals (SOMO) of the leading configuration for each

state. For example, in the large-separation limit, one can clearly see electronic states

corresponding to excitations on lithium: the 1s22s1 ground state (in black), the de-

generate pair of 1s22p1
x and 1s22p1

y (in red), and the 1s22p1
z (in orange). A crossing

of the ground and CT states is observed at 1.465 Å. At separations shorter than this,
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the character of the ground state switches from a neutral state, with the SOMO rep-

resented mainly by the 2s orbital of the lithium atom; to a degenerate pair of the CT

states, with the SOMO being one of the π∗ orbitals of benzene. Note that the cross-

ing of the ground and CT states is a real crossing, rather than an avoided crossing,

because the states involved do not mix by symmetry. This is also true for other state

crossings seen in Figure 2.10. The position of the state crossing between the ground

and CT states predicted by EOM-EA-CCSD better agrees with HF than standard-

hybrid or LRC functionals; and it disagrees with the description of pure functionals

BLYP and PBE, which exhibit an unphysical intermediate state. In contrast to Mul-

liken and ChElPG, NBO charges respond consistently with the appearance of the

crossing of the neutral and ionic state for each of the hybrid functionals and HF.

However, as it is obvious from Figure 2.10, the position of the state-crossing

depends upon the shape and depth of the potential curves of both the ground and

CT states. In particular, overstabilization of the ionic state results in an early charge

transfer, as is observed in BLYP and PBE. These functionals produce an intermediate

spurious state in which fractional atomic charges increase from 0 to almost 1 in the

region between 1.3 Å and 2.3 Å, as seen in Figure 2.4. This raises a red flag when using

standard DFT for modeling charge transfer in conjugated materials: The functional

needs to be carefully selected to predict the charge transfer at the correct separation

between moieties, or alternative computational schemes must be used. In the model

system considered, B3LYP and PBE0 are close to the correct behavior.

2.3.5 Interaction Energy

The attention is now turned to the calculation of interaction energies from Equa-

tion (2.13). Figure 2.11 summarizes the results obtained via correlated wave-function

methods and various density-functional approximations. As expected, the HF equi-

librium distance, ∼2.5 Å, is longer than the distance obtained with CCSD, ∼2.25

Å, both in agreement with those reported by Baker and Head-Gordon [42]. An old

experimental study by Manceron and Andrews [78] estimates a separation of ∼1.8
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Figure 2.11. Interaction energy of the lithium-benzene complex com-
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sponds to the most accurate interaction energy in lithium-benzene
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the most accurate equilibrium distance [42]. All results of the present
work are obtained in 6-31G* basis.

Å based on gas-phase infrared spectra of lithium-benzene in argon, but it is unclear

if this corresponds to the neutral or cationic species. A previous in-silico study by

Vollmer et al. [35] on the neutral complex reports 2.252 Å (black, dashed, vertical line

on Figure 2.11), calculated with MP2(FC)/6-31G(d). Zhengyu et al. [34] reported

2.600 Å with MP2/6-31G and 2.511 Å with HF/6-31G(d).

In agreement with the results by Vollmer et al., it is observed that HF underbinds

the lithium-benzene complex, highlighting the importance of correlation effects. The

HF interaction energy reported on Figure 2.11, −0.0031 a.u., is close to the one they

reported at the minimum: −0.0029 a.u. [35]. The most accurate interaction energy
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in lithium-benzene is −0.0078 a.u. (black, dashed, horizontal line on Figure 2.11),

reported by Denis and Iribarne [43], who calculated it at the CCSD(T)/CBS level,

including corrections for core correlation and relativistic effects. Vollmer et al. [35]

reported a value of −0.0092 a.u. using the G3(MP2) [79] method.

These results are now compared against the CCSD interaction curve on Figure

2.11 to meaningfully contrast the results from different methods without the influ-

ence of basis set and basis-set superposition errors. The minimum energy from the

CCSD calculation is −0.0114 a.u. and the separation at that point is 2.2 Å. MP2 and

MP4 show very similar results and their curves overlap in Figure 2.11. Also, MP2

calculations agree with those of Vollmer et al. [35]. Nonetheless, it is known that the

MP methods may overestimate the dispersion energy [14] and overbind the complex.

In general, approximate DFT calculations do better than HF, but they still un-

derbind the complex when compared to CCSD. Even though GGAs and standard hy-

brids account for local and semi-local correlation, the long-range part of correlation is

not properly described [17]. Functionals derived from PBE show similar interaction-

energy curves, with a slight decrease in the binding energy when the amount of EHF
X

increases. That is, the binding energy follows the trend:

HF < LRC-ωPBEPBE < PBE50 ≈ PBE0 < PBE.

The PBE binding energy shows an unphysical wide well near the equilibrium

separation. This is because the character of the PBE ground state changes near

the equilibrium distance (compare Figures 2.6(d) and 2.6(f)), such that the repulsive

side of the well is determined by the intermediate state with partial-CT character.

In other functionals of the PBE family and in HF, this intermediate state does not

exist and the charge transfer occurs at a shorter-than-equilibrium distance, such that

neither the interaction energy nor the equilibrium position are affected by the CT

phenomenon.

A rather unexpected behavior is observed in BLYP-related functionals. The CAM-

corrected functional describes the interaction energy better than either B3LYP or
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BLYP. Thus, the trend is opposite to that of PBE-related functionals: the binding

energy in the BLYP-derived functionals increases with the proportion of EHF
X . It is

hard to point out the exact origin of the difference, because neither EX nor EC are

easily comparable between BLYP-related functionals (Table 2.1). Finally, similar to

PBE, the BLYP binding curve exhibits a wider well due to a state crossing near the

equilibrium separation.

2.4 Summary

An assessment of how several functionals model ground-state charge transfer and

predict charge distributions in the lithium-benzene complex is presented. This model

illustrates an all-too-common problem in computational chemistry: With results hing-

ing on a delicate combination of methods, the interplay of approximate functionals

and charge-distribution schemes can lead to drastically different qualitative pictures

of ground-state charge transfer.

Functionals with an admixture of EHF
X are useful in describing charge transfer in

the lithium-benzene complex. The HOMO-LUMO gap is widened when the propor-

tion of EHF
X is increased, a consequence of the stabilization of the occupied MOs and

the destabilization of the unoccupied MOs.

In spite of the existence of a state crossing that induces charge transfer, the

crossing occurs in the repulsive region of the interaction curve, leaving the equilibrium

region unaffected in hybrid functionals and HF. However, the equilibrium region is

incorrectly described by pure functionals PBE and BLYP because of a crossing with

an artificial state. Ground-state charge distributions display sharp features when

state crossings occur, as is clear from Figures 2.4 and 2.9.

While modeling the state crossing is prone to errors when using single-reference

methods, high computational cost might hinder the use of multi-reference or excited-

state methods for larger systems relevant in materials science. In those situations,

rigorous functionals capable of describing CT phenomena, or alternative computa-

tional schemes, are needed.
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3. MODULAR IMPLEMENTATION OF TKATCHENKO-SCHEFFLER
FUNCTIONAL MODEL FOR VAN DER WAALS INTERACTION

3.1 Introduction

In section 2.1, DFT was presented as the most widely used electronic structure

method in science and engineering. Although DFT is in principle exact, modeling of

interactions between electrons in practice requires approximations. These are formally

included through the XC energy functional [26].

One of the reasons why DFT is so popular, is that often computationally inex-

pensive functionals yield accurate results, mostly thanks to the incorporation of local

or semi-local electron correlation [80]. However, when aiming to describe van der

Waals interactions accurately, most density functional approximations have serious

limitations [81–85].

3.1.1 Motivation

van der Waals forces are essential to determine the structure and properties of

biomolecules and materials. They play a fundamental role in fields as diverse as supra-

molecular chemistry, structural biology, polymer science, nano-technology, surface

science, and condensed matter physic. They also provide explanations for chemical,

physical, or biological phenomena such as how DNA bases stack, what gives structure

to graphite, or why geckos stick to glass.

van der Waals interactions arise among all chemical groups and usually represent

an important part of the total interaction energy in condensed matter, even though

they are generally weaker than ionic and hydrogen bonds. They become stronger in

elements with larger atomic radius, and they are usually stronger in larger molecules

too. This is due to the increased polarizability of molecules with larger, more dis-
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persed electron densities. Through this logic, van der Waals effects explain why flu-

orine and chlorine are gases at standard conditions, whereas bromine is a liquid, and

iodine is a solid. They also become stronger with larger amounts of surface contact,

giving clues to the answer of the questions formulated in the previous paragraph.

3.1.2 Background

The term van der Waals force is sometimes ambiguously used to refer to differ-

ent types of intermolecular interactions. However, electron dispersion is usually the

strongest attractive term for neutral, non-covalently-bonded molecules. Therefore the

attractive interaction of van der Waals forces is known to chemists as dispersion [86].

Electron dispersion involves long-range and dynamic correlation. van der Waals

interactions emerge as an electronic response to fluctuating polarization of the den-

sity. Thus, it is challenging to capture these phenomena with most functionals, which

employ local or semi-local approximations and rule out instantaneous density varia-

tions.

It is known that the leading term of dispersion forces decays as −1/r6, where r is

the magnitude of the separation coordinate. Unfortunately, the asymptotic behavior

of standard functionals depends on the overlap of the densities in the system, which

decays exponentially along the separation coordinate.

The formulation of methods that are able to accurately capture van der Waals

interactions is becoming an increasingly active field of density-functional development.

It is recognized as one of the main challenges in the extension of the scope and quality

of quantum chemical calculations [87]. Researchers in the field have taken different

paths. Klimeš and Michaelides [80] proposed a Jacob’s ladder to classify dispersion

schemes in DFT.

In the ground level, Klimeš and Michaelides include those functionals that may be

able to capture the binding accurately at separations around minima, but incorrectly

describe asymptotic regions. Functionals as simple as the LDA, or as complex as

the Minnesota set [88], are included in this group. In addition, there are functionals
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designed to operate with pseudopotentials, instead of gaussian-based atomic orbitals.

A pseudopotential is an attempt to replace the complicated effects of the motion of

the core electrons of an atom and its nucleus with an effective potential. Schemes that

add a specially constructed pseudopotential projector, such as dispersion corrected

atom-centered potentials (DCACP) [89] or local atomic potentials (LAP) methods [90]

also belong to this level.

Functionals that make use of simple C(6) corrections are classified within the first

rung. In this case, the dispersive energy is described including a damping function

that modulates the C6/R
6 term, where C(6) is an empirical coefficient and R is the

magnitude of the internuclear separation coordinate. Although highly popular, the

main issue with these schemes is that a constant coefficient is assigned to an ele-

ment regardless of it oxidation or hybridization state. The D and D2 corrections by

Grimme’s group [91,92], or functionals with range-separated exchange and dispersion

corrections, such as ωB97X-D by Head-Gordon’s group [93], are examples of schemes

classified in the first rung.

Environment-dependent C(6) corrections are considered as the second rung. In

this approach the dispersive energy is described essentially with the same type of

expression. However, variable C(6) coefficients are calculated using reference data,

i.e. atomic polarizabilities. The D3 correction by Grimme’s group [94], the ap-

proach of Tkatchenko and Scheffler (TS-vdW) [86], and the Becke-Johnson (BJ) or

exchange-dipole model [95–98] are the most prominent examples of this rung. Given

their simplicity, accuracy, and computational efficiency, these methods are becoming

increasingly popular.

The models of third rung use no input parameters. Instead, the dispersion in-

teraction is calculated directly from the density, which is in principle a more general

strategy. In 2004, Dion et al. [99] proposed the most popular of these methods: a

family of non-local correlation functionals, vdW-DF. They depend explicitly on the

electronic coordinates, r and r′, to approximately account for van der Waals interac-

tions as a part of the functional. However, it has been shown that the vdW-DF tends
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to overestimate long range dispersion, thus several alternatives have been proposed

too. For example, Van Voorhis’ group has also developed several dispersion-corrected

functionals [100], which in turn have been incorporated into other modern functionals

such as ωB97X-V by Head-Gordon’s group [101].

All the functionals that include effects beyond pairwise additivity, of which many

popular versions exist, belong to the fourth rung. For example, the idea of using DFT

in combination with the Symmetry-adapted Perturbation Theory (SAPT) to calculate

dispersion energies was develop in 2001 [102–105]. Other common examples are the

many-body dispersion (MBD), closely related to the TS-vdW, and schemes based on

RPAs. Although accurate, these theories are far more complex and computationally

expensive than the previously mentioned alternatives, thus limiting their range of

applicability.

Among these methods, the TS-vdW scheme, in particular, is becoming popular.

It has been implemented in Quantum Espresso and the Fritz Haber Institute ab initio

molecular simulations (FHI-aims) package. In this chapter, the expressions for the

force and the XC potential of the TS-vdW method are derived in detail. I present

a portable code in C, developed in collaboration with Dr. Xavier Andrade and Dr.

Alfredo A. Correa, that allows for modular implementation of the TS-vdW scheme.

The code has the ability of being interfaced with computational chemistry packages

that use various basis-set representations. This TS-vdW library uses the density and

Hirshfeld partitioning as its unique input, and outputs the TS-vdW energy which can

be added after the total energy is obtained, or applied as a self-consistent correction.

The gradient of the van der Waals energy is also implemented, thus geometry opti-

mizations and MD simulations can be performed. As an advantage, the scaling of

DFT calculations is unaffected by the TS-vdW correction. A pilot implementation

in the Octopus code is demonstrated, and its consistency validated against Quan-

tum Espresso. Sample results include calculations of ground state and excited state

properties in the benzene dimer and the hydrogen fluoride dimer, respectively.
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3.2 The Model of Tkatchenko and Scheffler for van der Waals Interactions

One of the challenges in the implementation of the TS-vdW scheme is that, al-

though the underlying idea is clearly explained, the mathematical details of the model

are left out in Reference [86]. Therefore, in this section the implementation is ex-

plained in detail, and the expressions are derived step by step.

The following is a short summary of the conventions adopted in this chapter.

Atomic units are used throughout; uppercase indices, such as A or B, are used to

label atoms, while lowercase indices label orbitals. The r symbol is used for electronic

coordinates. To make mathematical expressions more compact and readable, depen-

dence on r is left implicit in functional notation. RA denotes the position of atom A,

while R is the set of positions of all atoms, and RAB is the distance between atoms

A and B. Superscripts enclosed by parenthesis are used to distinguish numeric labels

from exponents. Units of magnitude in figures are enclosed in squared brackets.

3.2.1 van der Waals Energy

The TS-vdW scheme works by adding a term to the correlation functional. This

term, EvdW[n](R), has the form of a standard pairwise van der Waals interaction

between atoms, and depends on both the atomic positions and the electronic density:

EvdW[n](R) =
1

2

∑
AB
A 6=B

εAB[n](R) . (3.1)

In this expression, the van der Waals energy is decomposed into pairwise energies,

εAB[n](R), which are calculated as the product of a damping function and a typical

dispersive energy expression,

εAB[n](R) = −fdamp(RAB, R
(0)
AB[n])

C
(6)
AB[n]

R6
AB

. (3.2)

As represented in Figure 3.1, the function fdamp gradually turns off the van der

Waals interaction for closely-separated atoms,

fdamp(RAB, R
(0)
AB[n]) =

1

1 + exp

[
−d
(

RAB

sRR
(0)
AB [n]

− 1

)] , (3.3)
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Figure 3.1. Damping function of Equation (3.3). Plotted using a fixed

R
(0)
AB[n] = 1, d = 20, and sR = 0.96.

where d and sR are adjustable parameters that control the damping. The TS-vdW

scheme sets d = 20 (it may take values between 12 and 45), while sR depends on the

functional used. For instance, the value is 0.96 for PBE and 0.94 for PBE0.

The strength of the van der Waals interaction is determined by C
(6)
AB and R

(0)
AB. In

the TS-vdW scheme, these parameters depend on the density through the fractional

change in the atomic volume induced by the chemical environment, i.e. VA[n] for an

atom A.

On the one hand, using VA[n] it is possible to relate the effective van der Waals

coefficients, C
(6)
AB[n], with respect to the corresponding quantities for the free atom:

C
(6)
AB[n] = VA[n]VB[n]C

(6),free
AB . (3.4)
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In turn, C
(6),free
AB is determined using the static polarizabilities, α

(0)
A and α

(0)
B , and the

corresponding tabulated coefficients for the pure atomic species, C
(6),free
AA and C

(6),free
BB ,

C
(6),free
AB =

2C
(6),free
AA C

(6),free
BB

α
(0)
B

α
(0)
A

C
(6),free
AA +

α
(0)
A

α
(0)
B

C
(6),free
BB

. (3.5)

There is a special case where an atom is paired with another atom of the same species:

A and B are of the same type, thus Equation (3.4) reduces to

C
(6)
AA[n] = (VA[n])2C

(6),free
AA . (3.6)

On the other hand, VA[n] and R
(0),free
A , the atomic radius of the free atomic species,

determine

R
(0)
AB[n] = 3

√
VA[n]R

(0),free
A + 3

√
VB[n]R

(0),free
B , (3.7)

which in the limiting case of a two-atom system, is a quantity corresponding to the

radius of an atom A in a diatomic molecule with B.

In 2004, Chu and Dalgarno compiled the free volume coefficients for most atomic

species. These data can be found in Reference [106], and for illustrative purposes is

presented in Figure 3.2.

The fractional effective volume for atom A, VA[n], in a chemical environment

formed by atoms B, is expressed using the Hirshfeld partitioning approach [107]

VA[n] =
1

V free
A

∫
d3r

nfree
A (RA − r)∑
B n

free
B (RB − r)

(r−RA)3 n(r) . (3.8)

The free atomic volume for atom A, V free
A , is derived directly from the electron density

V free
A =

∫
d3r r3nfree

A (r) . (3.9)

Therefore, to calculate the van der Waals energy for a given density, it is necessary to

calculate the Hirshfeld volumes for all atoms first. These quantities are environment-

dependent, and they resemble the response of the electron cloud of one atom to the

presence of other chemical species nearby, as Figure 3.3 illustrates.

By design, the TS-vdW library relies on the calling code to calculate these effective

volumes and pass them as arguments. The rationale behind this decision is that the
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Figure 3.3. Visual representation of the change in effective volume of
two non-interacting atoms (top) vs. two interacting atoms (bottom).
This is the principle through which interactions are modeled in the
TS-vdW scheme.

calculation of Hirshfeld volumes is highly dependent on how the density is represented,

which can change considerably among electronic structure codes. The alternative

would have been to force a simple representation, such as a uniform real-space grid,

and force all codes to convert the total density and individual atomic densities to this

representation. This is sometimes inefficient, and it still might involve a considerable

amount of work.

3.2.2 Electronic Potential

To include the effect of the van der Waals interaction in the Kohn-Sham equations,

Equation (2.1), it is necessary to calculate the van der Waals potential, VvdW[n](R),

which is the functional derivative of the van der Waals energy with respect to the

density. Since the density dependence enters the energy only through the effective

volumes, this derivative can be split in two parts,

VvdW[n](R) =
δEvdW[n](R)

δn(r)
=
∑
A

∂EvdW[n](R)

∂VA[n]

δVA[n]

δn(r)
. (3.10)
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The first part, ∂EvdW[n](R)/∂VA, does not depend on the representation, so it

can be readily calculated and returned by the library. Effectively, Equation (3.10)

works summing over all pairs of atoms:

δEvdW[n](R)

δn(r)
=
∑
AB

∂εAB[n](R)

∂VA[n]

δVA[n]

δn(r)
=
∑
A

δVA[n]

δn(r)

∑
B

∂εAB[n](R)

∂VA[n]
. (3.11)

If the sum over derivatives of the pairwise energies with respect to the effective

volumes is labeled KA,

KA =
∑
B

∂εAB[n](R)

∂VA[n]
, (3.12)

Equation (3.11) is rewritten in the form that is implemented in the calling code:(
δEvdW

δn(r)

)
i

=
∑
A

KA

(
δVRatio

A

δn(r)

)
i

. (3.13)

where the i subindex is used to label orbitals that belong to atom A.

The right-most factor in Equation (3.11) is a sum of the pairwise van der Waals

energy derivatives with respect to effective atomic volumes. These quantities are

computed by the library and then passed to the calling code. The calculation uses

the expression:

∂εAB[n](R)

∂VA[n]
=− ∂fdamp(RAB, R

(0)
AB[n])

∂VA[n]

C
(6)
AB[n]

R6
AB

− fdamp(RAB, R
(0)
AB[n])

∂C
(6)
AB[n]

∂VA[n]

1

R6
AB

.

(3.14)

The first term of the right-hand side of Equation (3.14) includes the partial deriva-

tive of the damping function with respect to the change in effective volume of species

A. This derivative is calculated using the chain rule:

∂fdamp(RAB, R
(0)
AB[n])

∂VA[n]
=
∂fdamp(RAB, R

(0)
AB[n])

∂R
(0)
AB[n]

∂R
(0)
AB[n]

∂VA[n]
; (3.15)

where the first factor of the right-hand side of Equation (3.15) is just

∂fDamp(RAB, R
(0)
AB[n])

∂R
(0)
AB[n]

= − d×RAB

sR(R
(0)
AB[n])2

exp

[
−d
(

RAB

sRR
(0)
AB [n]

− 1

)]
{

1 + exp

[
−d
(

RAB

sRR
(0)
AB [n]

− 1

)]}2 ; (3.16)
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and the second factor is straightforwardly derived using Equation (3.7),

∂R
(0)
AB[n]

∂VA[n]
=

R
(0),free
A

3(VA[n])2/3
. (3.17)

Equation (3.17) completes the information required to solve Equation (3.15), which

in turn provides what is necessary to solve the first term of the right-hand side of

Equation (3.14).

Additionally, the second term of Equation (3.14) requires the partial derivative of

the C
(6)
AB[n] coefficient with respect to the change in effective volume of the species A:

∂C
(6)
AB[n]

∂VA[n]
= VB[n]C

(6),free
AB =

C
(6)
AB[n]

VA[n]
. (3.18)

Finally, the calling code is required to calculate the second part of Equation (3.10),

which is given by:
δVA[n]

δn(r)
=

1

V free
A

(r−RA)3nfree
A (RA − r)∑

B n
free
B (RB − r)

. (3.19)

With the information provided by the library from Equation (3.14), the calling code

can construct the potential. In this way, the calling code is made flexible to perform

the sum in Equation (3.13) using the scheme that is more efficient for its own wave-

function representation. Otherwise, constructing and computing the potential in the

module would have needed to pass a significant amount of information to the library,

making it more complex, and requiring a significant amount of memory.

3.2.3 Atomic Forces

In order to calculate the forces, it is necessary to obtain the derivative of the

energy, E, with respect to the atomic positions. Since the TS-vdW correction depends

explicitly on the coordinates, additional terms appear with respect to standard DFT.

For the self-consistent case:

dE

dRA

=
∑
i

〈ϕi|
∂vA
∂RA

|ϕi〉+
∂EvdW[n](R)

∂RA

. (3.20)

For a non-self-consistent calculation, an additional term appears:

dE

dRA

=
∑
i

〈ϕi|
∂vA
∂RA

|ϕi〉+
∂EvdW[n](R)

∂RA

+

∫
d3r

δEvdW[n](R)

δn(r)

∂n(r)

∂RA

. (3.21)
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This additional term emerges since the orbitals are not stationary points of the energy

functional. In other words, the density changes if the coordinates of the nuclei are

modified. This term is quite involved to calculate as it requires a response calculation

to obtain ∂n(r)/∂RA [108, 109]. Therefore, the implementation presented in this

chapter is restricted to the first, self-consistent case.

The first term in Equation (3.20) corresponds to the usual forces in DFT. The

second term represents the forces due to the van der Waals interaction,

FvdW
C = −∂EvdW[n](R)

∂RC

. (3.22)

To calculate it, there are two different effects on the atomic displacements to be

considered: the first is due to the direct dependency of the interaction energy on

the distance between the atoms, the second comes from the change in the effective

Hirshfeld volume of the atoms.

Taking this into consideration, the derivative of Equation (3.1) can be written as1:

∂EvdW[n](R)

∂RC

=
∑
AB

∂EvdW[n](R)

∂RAB

RC −RA

RAC

+
∑
A

∂EvdW[n](R)

∂VA[n]

∂VA[n]

∂RC

. (3.23)

This equation is implemented in the library using the pairwise potentials:

∂EvdW[n](R)

∂RC

=
∑
A

∂εAC [n](R)

∂RAC

RC −RA

RAC

+
∑
A

(∑
B

∂εAB[n](R)

∂VA[n]

)
∂VA[n]

∂RC

. (3.24)

The first term on the right-hand side of Equation (3.24) is straight-forward to

calculate, and it consists of the pairwise energy derivatives with respect to the nuclear

separation,

∂εAB[n](R)

∂RAB

= −∂f
damp(RAB, R

(0)
AB[n])

∂RAB

C
(6)
AB[n]

R6
AB

+6fdamp(RAB, R
(0)
AB[n])

C
(6)
AB[n]

R7
AB

(3.25)

which, in addition, require:

∂fdamp(RAB, R
(0)
AB[n])

∂RAB

=
d

sRR
(0)
AB[n]

exp

[
−d
(

RAB

sRR
(0)
AB [n]

− 1

)]
{

1 + exp

[
−d
(

RAB

sRR
(0)
AB [n]

− 1

)]}2 . (3.26)

1Note the use of an additional uppercase index, C, to denote a different species.
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The second term on the right-hand side of Equation (3.24) includes two parts.

The first part is, the sum of the derivatives of the van der Waals pairwise energies

with respect to the effective volume. It is the same that appears in the calculation

of the van der Waals potential, Equation (3.11), and it is returned by the library.

The second part are the derivatives of the effective volume with respect to the atomic

positions. Those are given by the following expression:

∂VA[n]

∂RC

=

∫
d3r δAC

n(r)∑
B n

free
B (r−RB)

(RA − r)

×
[
3 |r−RA|nfree

A (r−RA) + (r−RA)2 nfree
A

′
(r−RA)

]
− (r−RA)3 nfree

A (r−RA)n(r)[∑
B n

free
B (r−RB)

]2 nfree
C

′
(r−RC)

RC − r

|r−RC |
.

(3.27)

This equation depends on the approach used to represent the density. Therefore, as

in the case of the Hirshfeld volumes, it should be implemented in the code calling the

library.

In principle, the values of these derivatives could be passed as an argument, as is

done with the Hirshfeld volumes. This is not an optimal solution, as an array of size

3×NAtoms ×NAtoms would be required, which would be quite large for systems with

hundreds or thousands of atoms. Moreover, the Kronecker delta, δAC , of Equation

(3.27) cannot be applied when, due to the normalization condition, the displacement

of one atom induces a change in the volume of a second atom. However, for this to

happen, the two atoms must be close enough to interact. Otherwise, for atoms that

are far-separated, a displacement of one atom has a negligible effect on the volume of

the other. In the latter case, many of the values passed in the array would be null.

Instead an alternative approach is devised, requiring no derivatives to be stored

and skipping the calculation of Equation (3.27) when the atoms are far away. First,

a function gA is defined as:

gA =
∑
B

∂εAB[n](R)

∂VA[n]
. (3.28)
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Then, using Equation (3.24), Equations (3.22) and (3.23) are rewritten as:

FvdW
C = fC −

∑
A

gA
∂VA[n]

∂RC

. (3.29)

The approach is to return both the values of fC and gA to the calling code, which

then completes the calculation of the forces using Equations (3.27) and (3.29).

3.3 Implementation

In the previous section, an overview of the TS-vdW method with detailed infor-

mation on how to calculate the van der Waals energy, potential, and atomic forces

was presented. Now, the attention is turned to a demonstration of how the library

works, with its implementation in the Octopus code [110].

3.3.1 Octopus

Octopus is a computational chemistry package designed to perform ab initio sim-

ulations on a wide variety of physicochemical systems. The package is released under

the GNU Lesser General Public License (GPL), so anyone is free to download, use,

and modify it. It is parallelized using MPI and OpenMP for optimal execution per-

formance. It can scale to tens of thousands of processors. Execution on graphical

processing units is also supported through OpenCL.

In Octopus, electronic interactions are treated at the quantum mechanics level,

using DFT, and in its time-dependent form (TD-DFT) when doing simulations in

time [111]. Nuclei are described classically as point particles. The interaction be-

tween electrons and nuclei is simplified with norm-conserving pseudopotential ap-

proximations. No basis sets are employed, instead the wave function is represented

by real-space grid discretization.

The TS-vdW library implementation has been available in Octopus, as an exper-

imental feature, since the release of the stable version 5.0, in October of 2015. A

new keyword, VDWcorrection, was created in Octopus to call the library. As any

experimental feature in Octopus, to run any calculation using the library, the input

file also requires the ExperimentalFeatures keyword. Sample input files are pro-
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vided in Appendices B and C. In addition, a sample of the output files is included in

Appendix D.

3.3.2 Overview of the TS-vdW Library

The library consists of free-standing C functions. The code of the library, included

in the Appendix A, starts with the copyright statements and the license information.

The current version of the TS-vdW library is released under the GPL version 3 license.

The body of the library is composed of six functions. The last two are only used

in test mode. One of them is a wrapper to enable a Fortran 90 call to use the library.

The other is the main test function, which allows for validation of numerical accuracy

in different systems. The other four functions are explained in more detail in the

forthcoming paragraphs.

The first of those functions is get vdw params. Provided with the atomic number

of an element, zatom, it retrieves the parameters required by the TS-vdW model:

∗alpha, the atom’s static polarizability; ∗c6, the C(6) coefficient of the free atom;

and ∗r0, the free-atom van der Waals radius2. In Section 3.2, these three variables

correspond to C
(6),free
AA , α

(0)
A , and R

(0),free
A , respectively. The values are coded within a

switch statement, and they are taken from Reference [106].

The fdamp function, is the second. It is the implementation of the damping

function of Equation (3.3). It takes two arguments: rr, the separation between two

nuclei, and r0ab, the quantity R
(0)
AB[n], as defined by Equation (3.7). The function

outputs three values: ∗ff, the damping function value; dffdrab, the value of the

derivative of the damping function with respect to the separation between two atoms,

∂fdamp(RAB, R
(0)
AB[n])/∂RAB as defined by Equation (3.26); and dffdr0, the value of

the derivative of the damping function with respect to the separation between effective

van der Waals radii, ∂fDamp(RAB, R
(0)
AB[n])/∂R

(0)
AB[n] of Equation (3.16).

2The simplest way of defining consistent free-atom van der Waals radii is through the electron density
for spherical free atoms. The density contour value corresponding to the van der Waals radius can
be determined for the rare-gas atoms and then used to define the free radius for other elements in
the same row of the periodic table. [86]
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The third function is distance. It takes as input the indices of a pair of atoms

in the system, iatom and jatom, and their positions, coordinates[]; and returns

several powers of the separation between them, ∗rr, ∗rr2, ∗rr6, and ∗rr7.

The fourth, vdw calculate, calculates the van der Waals energy and force based

on the theory explained in Section 3.2. As input, it takes the total number of

atoms in the system, natoms; their atomic numbers, zatom[]; their coordinates,

coordinates[]; and their effective volumes, volume ratio[], as defined by Equa-

tion (3.8). It outputs the van der Waals energy, ∗energy; the van der Waals atomic

forces, force[]; and the sum over derivatives of the pairwise energies with respect

to the effective volumes, derivative coeff[], defined as KA in Equation (3.12).

3.3.3 Features

One of the advantages of the TS-vdW library is that, in practice, it uses the den-

sity as its unique input. The density is an object that any package that performs

DFT calculations must compute. The calling code also requires an implementation of

the Hirshfeld partitioning, which is calculated using the density. Many quantum me-

chanics codes already have such routine. Therefore, interfacing the TS-vdW module

with a calling code is simple.

In addition, by requiring only the density, the library can be connected to codes

that use different wave-function representations, such as real-space grids, plane waves,

or atomic orbitals. Removing the additional step of converting the density of the

whole system and of the fragments, would involve an extra amount of work and

sometimes make the executions slower, makes the library performance more efficient.

The inclusion of the functional derivative of the van der Waals energy with respect

to the density means that the library can be used for ground-state and TD-DFT

calculations. It also makes possible to add the TS-vdW energy self-consistently, or

apply it as a correction after the self-consistent procedure has converged. It is up to

the developer to decide how to implement it in the calling code. The developer could

also implement it allowing the user to chose between both options. This flexibility
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might be applied in ground-state calculations, but it is especially useful for excited-

states procedures, because it can reduce the computational cost.

The gradient of the van der Waals energy is also implemented in the library, thus

providing the atomic forces due to van der Waals effects. This means that the TS-

vdW dispersion correction can be used during geometry optimizations and for ab

initio MD. With this implementation it is now possible to simulate real-time electron

dynamics with van der Waals interactions using real-space TD-DFT. So far, there are

no reports of this type of application in the literature.

One of the reasons why the TS-vdW method is popular is its affordable compu-

tational cost: the standard scaling of DFT calculations is unaffected by the TS-vdW

correction. The execution times of an Octopus calculation with and without the

TS-vdW scheme are very similar. Depending on whether the correction is applied

self-consistently or post self-consistently, there is a small increment of the prefactor,

but in any case the scaling is unaffected.

3.4 Simple Tests

In this section, two simple tests are presented. The first test, validates the opera-

tion of TS-vdW library interfaced with Octopus against a previous implementation of

the method in Quantum Espresso. The second test shows the potential of the library

to be applied in previously unexplored problems in the field of electron dynamics.

3.4.1 Validation of the Implementation

The benzene dimer is used as a model system for validation of the van der Waals

energy calculation using the library. Validation of the gradients was performed during

coding, and an internal test function was left in the code for future checks.

A PES calculation is performed on the benzene dimer, in the sandwich conforma-

tion, along the coordinate of separation between the COM of each benzene molecule,

perpendicular to the planes of both benzenes (see Figure 3.4).
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Figure 3.4. Benzene dimer in the sandwich conformation.

This is done in a series of single-point energy calculations, where both benzene

molecules advance toward the origin along their main symmetry axis, oriented along

the z -axis, while the geometry of the molecules is kept fixed. The initial separation

of the dimer is set at 7.0 Å, guaranteeing minimal van der Waals interaction in the

dimer. At each step, the molecules get closer at a rate of 0.2 Å per step. Chemically

important regions of the curve are computed at uneven displacements ranging from

0.05 Å to 0.2 Å. The final separation of the dimer is 1.0 Å, to avoid superimposition

of the atoms. The real-space grid settings were a spherical mesh radius of 5.0 Å and

a grid spacing of 0.2 Å. The interaction and van der Waals energies are analyzed as a

function of separation. For consistency, all calculations are carried out with the same

pseudopotentials for hydrogen and carbon in both Octopus and Quantum Espresso.

Appendices B and E contain a sample input for each program.

Figure 3.5 shows a comparison of the TS-vdW energy curve computed with each

program. The TS-vdW energy includes the interaction and internal energies resulting

from the TS-vdW correction. The curves fit well, with minor discrepancies probably
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Figure 3.5. Comparison of the TS-vdW energy computed with two
different implementations: Octopus and Quantum Espresso.

due to different representations of the wave function. Octopus uses a real-space grid,

whereas Quantum Espresso works with plane waves.

Figure 3.6 shows a comparison of the interaction energy curve using the LDA and

the TS-vdW-corrected LDA. Both curves are constructed with the data source as

Figure 3.5, employing only the Octopus output. The results show a more negative

interaction energy of the benzene dimer after the inclusion of the TS-vdW correction

to LDA.

This test was designed to compare the output of two different implementations of

TS-vdW method, not to assess the model itself. However, when comparing to highly

accurate counterpoise-corrected CCSD(T)/aug-cc-pVQZ PES curves for the benzene

dimer by Sinnokrot and Sherrill [112], the TS-vdW-corrected LDA interaction energy
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Figure 3.6. Comparison of the interaction energy computed with LDA
vs. TS-vdW corrected LDA.

curve is clearly unphysical. Most probably, the obligated choice of pseudopotentials,

which had to be compatible in both packages, along with the density and Hirshfeld

effective volumes taken out of the LDA, were inappropriate for this case. Notwith-

standing the poor chemical accuracy in this system, the values produced by both

TS-vdW implementations resulted in agreement.

3.4.2 van der Waals-induced Shifts in Optical Spectra

The hydrogen fluoride dimer is used as a model system for an application of the

TS-vdW functional correction to TD-DFT calculations. The hydrogen fluoride dimer

is a conveniently small system on which tests with TD-DFT are computationally

affordable.
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Figure 3.7. The hydrogen fluoride dimer in anti-parallel conformation.

First, the dimer geometry is setup as shown in Figure 3.7. The hydrogen fluoride

molecules are placed in anti-parallel fashion, each one with its main symmetry axis

oriented along the y-axis. The hydrogen fluoride bond in each monomer is 0.92 Å

long, and the molecules are separated by 2.8 Å along the z -axis. At this distance, the

van der Waals interaction between monomers is maximum.

To calculate absorption, the system is excited with an infinitesimal electric-field

pulse, and then the TD Kohn-Sham equations are propagated for 30.38535 h̄/eV . The

singlet dipole spectrum is evaluated from the TD dipole moment. The strength of the

perturbation is set to 0.01 Å−1, and it is polarized in the z -axis. The time evolution

is carried out using the Enforced Time-Reversal Symmetry (ETRS) propagator, with

(default) time steps of 0.03352 h̄/eV .

The results on Figure 3.8 shows a small van der Waals-induced bathochromic-like

(red) shift in the optical spectrum of the hydrogen fluoride dimer calculated with the

LDA. This example opens the door for a new series of applications in supra-molecular

chemistry, structural biology, polymer science, etc., that incorporate van der Waals

effects on real-time electron dynamics.
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Figure 3.8. Absorption cross section spectrum of the hydrogen fluoride
dimer with and without van der Waals effects.

3.5 Summary

van der Waals interactions are hard to capture in ab initio modeling, especially

in DFT, since these originate from electron correlation. An overview of the current

alternatives to include dispersion in standard functionals was presented. Among

them, one of the most rigorous is the model by Tkatchenko and Scheffler.

A detailed description of the method, previously unavailable in the literature, was

presented. The TS-vdW energy is a pair-wise term that depends on the chemical

environment and polarizability of each atom. Environment dependence is derived

from Hirshfeld partitioning of the electron density.

An implementation of the TS-vdW correction was introduced and explained. The

library is a portable C code that can be connected to different materials-modeling
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packages. The software has several advantages. The execution is independent from

the basis functions. It uses the density as its unique input. It can be interfaced

with different materials-modeling packages in a simple manner. The dispersion cor-

rection can be added after the total energy is obtained or applied self-consistently.

The gradient of the van der Waals energy is also implemented, allowing for geome-

try optimization and MD simulations. The standard scaling of DFT calculations is

unaffected by the TS-vdW correction.

Several aspects of this work could be further explored in future research. The

dispersion energy, potential, and gradients were studied and implemented. However,

the inclusion of the van der Waals Hessian is important for frequency calculations and

thermochemistry. In addition, the implementation of the many-body dispersion model

could prove useful. Another important step would be the efficient parallelization of

the library. Finally, this modular implementation was meant to be interfaced with

other computational chemistry packages. Good candidates are: NWChem, Psi4, Q-

Chem, and GAMESS.

Inclusion of van der Waals interactions is especially important in describing aro-

matic, hydrocarbon, and halogen compounds, as well as molecular hydrogen phases,

and water. It is now possible to simulate real-time electron dynamics with dispersion

in all these systems using TD-DFT.
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4. STANDARD AND LONG-RANGE-CORRECTED
HYBRID FUNCTIONALS FOR EXCITATION ENERGIES

4.1 Introduction

The LDA was the first XC functional employed to study the electronic structure

of molecules in Kohn-Sham DFT. Since then, the LDA has been a foundation for

the development of functionals [113]. This chapter discusses the inclusion of HF-

exchange, and its long-range-corrected form, on LDA-based functionals. It becomes

apparent that these additions dominate over the generalized gradient corrections in

the improvement of the quality of the fundamental gap and in the enhancement of

excitation-energy estimations.

As an illustration of the wide range of possibilities created by this idea, the CAM-

LDA0 functional is presented [2]: A three-parameter functional, with 1/4 global and

1/2 long-range HF interaction, respectively; a range separation factor of 1/3; and

pure LDA exchange and correlation. CAM-LDA0 works for electronic excitations as

well as the CAM-B3LYP functional, with the advantage of reduced computational

cost due to the omission of the intricate generalized-gradient corrections.

4.1.1 Motivation

The LDA has been extensively used in solid-state physics and chemistry. One of

its main applications is in the exploration of electronic and magnetic interactions in

semiconductor materials. For example, until today, the LDA works well in predicting

the Fermi level and band structure in doped semiconductor oxides. [114]

The LDA is based on this idea: for regions of a chemical system where the electron

density is slowly varying, the XC energy, at each point, is approximately that of a

locally-uniform electron gas of the same density. However, since its creation, Kohn
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and Sham warned not to expect an accurate description of the chemical bond. [16]

In ground-state calculations, covalent, metallic, and ionic bonds are usually well de-

scribed with the LDA, although it has a slight tendency to overbind molecules [115].

The main shortcoming of the LDA is the description of hydrogen bonding and elec-

tron dispersion. As discussed throughout Chapter 3, dispersion interactions are hard

to capture in DFT, not only with the LDA. This is because they involve long-range

and dynamic electron-correlation effects. Moreover, the LDA is also subject to the

self-interaction error, briefly discussed in Chapter 2.

In defiance of those limitations, the LDA has been key in functional development.

More elaborate approximations to the XC energy, such as GGA or hybrid function-

als, are designed to reproduce the exact results of the homogeneous electron gas for

non-varying densities. Therefore, the LDA is often an explicit component of such

functionals.

Even though accurate functionals for ground-states have been developed, creating

suitable functionals for excited-states remains a challenge. One approach has been

to use the ground-state functionals for calculation of excited states properties [116].

Although popular, this technique often yield results with limited accuracy.

A discussion motivating the inclusion of a portion of HF exchange into the XC

functional of the LDA is presented in the forthcoming sections. It is shown that such

addition refines the description of excited states properties, especially excitation en-

ergies. This scheme has the additional advantage of a higher computational efficiency

when compared to GGA functionals.

4.1.2 Background

One of the main practical challenges in using DFT is that the universal functional

for exchange and correlation is unknown, and exact models can be formulated only

for the free electron gas. Nonetheless, various approximations have been designed to

accurately calculate certain physical quantities quite accurately. The most common

density functional approximations are described below.



58

4.1.2.1 Local Density Approximation

The oldest functional within Kohn-Sham DFT, the LDA, depends uniquely upon

the value of the electron density at each point in space. It includes correlation, and

is able to reproduce the ground-state features of the homogeneous electron gas: a

system where electrons lie in a large periodic box, in such way that they are properly

characterized by plane waves and a continuum energy spectrum. The LDA consists

of kinetic, Hartree, exchange, and correlation contributions:1

ELDA[n] = TTF[n] + EH[n] + ELDA
XC [n] . (4.1)

The Hartree contribution was defined in Equation (2.7), and TTF[n] is the Thomas-

Fermi kinetic-energy functional.

In the LDA, the XC contribution at each point is the energy of a locally-uniform

electron gas of the same density,

ELDA
XC [n] =

∫
d3rn(r) εunif

XC [n] . (4.2)

It is common to split εXC into exchange and correlation potentials,

εunif
XC [n] = εunif

X [n] + εunif
C [n] ; (4.3)

where the exchange potential is given by the Dirac functional, [117]

εunif
X [n] = −3

4
3

√
3

π
n(r) . (4.4)

Usually, the correlation potential, εunif
C [n], is parametrized with respect to a set

of quantum Monte Carlo calculations for the uniform electron gas, performed by

Ceperley and Alder [118]. Several approaches, using different analytic forms for the

correlation potential, have generated several approximations for the correlation func-

tional [22, 62, 119–121]. These approximations are functionals depending upon the

Wigner-Seitz radius, rs, and the relative spin-polarization, ζ(r).

1Conventions adopted in this chapter: Atomic units are used throughout. The r symbol is used for
electronic coordinates. Dependence on r is left implicit in functional notation. Units of magnitude
in figures are enclosed in squared brackets.
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The LDA is based on the assumption that the density is the same everywhere.

Why does such a simple approximation work? The XC hole, PXC(r, r′), is the prob-

ability of finding an electron at r′ given that there is an electron at r′. It can be

thought of as the hole the electron at r creates for itself in the surrounding electron

cloud. There are a number of properties which will be satisfied by the exact XC hole.

One of them is that it should normalize to exactly one electron,∫
d3r′ PXC(r, r′) = −1 . (4.5)

This is known as the sum rule, and the LDA satisfies that condition. Despite that

the XC hole is poorly described by the LDA, the electron interaction depends mainly

on the spherical average of the XC hole. The LDA works in part because it generates

a reasonable estimate of that spherical average [122].

Additionally, when comparing the exchange and correlation energy densities of

the LDA with the exact ones, especially in the bonding region, the exchange tends

to be too negative, whereas the correlation tends to be more positive. Therefore, the

errors in the exchange and correlation energy densities tend to cancel. [123].

4.1.2.2 Generalized Gradient Approximations

In molecular systems the density fluctuates and the LDA has a tendency to over-

estimate the XC energy. That induces typical errors in overestimated binding en-

ergies, underestimated lattice parameters, incorrect ordering of phase stability, and

wrong energies in magnetic materials [124]. To correct for this tendency, it is common

to include another functional dependence upon the gradient of the density to account

for the non-homogeneity of actual electron densities,

EGGA
XC [n] =

∫
d3rn(r) εXC[n,∇n] . (4.6)

This allows for gradient corrections based on the changes in density away from point

r. These functionals are known as GGA. One of the most successful functionals of this

type is the Perdew-Burke-Ernzerhof (PBE) [49]. Examining how the PBE functional

works, serves as a GGA-model example.
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On the one hand, the exchange energy is constructed using a contribution from

the local spin-density approximation2 multiplied by a function, FX(s), known as the

enhancement factor,

EGGA
X =

∫
d3rn(r) εunif

X (n)FX(s) . (4.7)

The enhancement factor, in turn, depends upon s, a dimensionless density gradient.

In other words, this GGA exchange functional is built multiplying the exchange of the

uniform electron gas times an enhancement factor containing a generalized gradient

correction. By construction, the enhancement factor is close to 1. Interestingly, to

recover the correct homogeneous-electron-gas limit, the enhancement factor must be

equal to 1 when the gradient is negligible, FX(0) = 1. Although, not generally true,

the generalized gradient contribution is, in practice, to multiply the local exchange

by approximately 1.

On the other hand, the correlation energy incorporates an additional term, con-

taining the generalized gradient correction, that is added to the contribution from

the local spin-density approximation,

EGGA
C [n↑, n↓] =

∫
d3rn(r) [εunif

C (rs, ζ) +H(rs, ζ, t)] . (4.8)

The gradient contribution, H(rs, ζ, t), depends partially on t, a dimensionless gradient

[121]. In the slowly-varying limit, when the electron density is close to being uniform,

t → 0. The correlation energy resembles that of the homogeneous electron gas, and

H(rs, ζ, t) becomes a small number. In the rapidly-varying limit, when t → ∞, the

correlation has to vanish, therefore H(rs, ζ, t) → −εunif
C . In intermediate cases, the

generalized gradient contribution, in practice, is to add a generally small quantity to

local correlation.

The GGA retains correct features of LDA, and combines them with the most

energetically important features of gradient-corrected non-locality. GGA functionals

are typically better behaved than the LDA, with accuracy approaching that of corre-

lated wave-function methods, such as MP2, and in some cases surpassing them [125].

2The local spin-density approximation (LSDA) is a generalization of the LDA to include electron
spin.
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Although this is not true in every case, GGA functionals reduce the bond dissociation

energy error, and generally improve transition-state barriers with respect to the LDA.

4.1.2.3 Hybrid Approximations

GGA functionals are considered widely applicable because they usually provide

reasonable results for most properties [126]. Yet, admixing a portion of HF exchange

into the XC functional improves binding energies [127], bond lengths, vibration fre-

quencies [54], lattice constants [128], fundamental gaps [129], and excitation ener-

gies [130].

The hybrid approach to constructing density functional approximations was in-

troduced by Becke. On the adiabatic connection formula, he found the justification

to admix non-local exchange to improve electronic structure calculations [54]. The

reasoning is that including a portion of exact exchange with local density functionals

enhances their accuracy by making the XC hole deeper and more localized around its

electron [127].

Rather than utilizing the density, the exact-exchange energy functional is ex-

pressed in terms of the Kohn-Sham orbitals (the 1/|r − r′| operator sometimes is

written as 1/r12),

EHF
X = −1

2

N∑
i,j

∫
d3r

∫
d3r′ φ∗i (r)φ

∗
j(r)

1

|r− r′|
φi(r

′)φj(r
′) . (4.9)

This is a type of implicit density functional, in which the dependence on the density

goes through the Kohn-Sham orbitals.

In spite of the improvements, some authors in the field of density-functional devel-

opment consider this alternative approach as a branch outside DFT. This is because,

strictly speaking, the formulation of Kohn and Sham requires that all the orbitals,

occupied and virtual, are subject to the same XC potential.

Seidl et al. introduced a system of interacting electrons, where the interaction is

described by a simplified functional of the orbitals, which can depend on parameters

[131]. This is known as the generalized Kohn-Sham method. Using density-functional
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perturbation theory, Görling and Levy explained how to predict the optimum amount

of exact exchange to be admixed with a functional [132,133].

An application of this concept, is the famous recipe by Perdew et. al. to include

25% of HF exchange in the XC energy of a GGA [54]. If the GGA functional is the

popular PBE [49], then one obtains the PBE0 hybrid [50,51], a functional with only

one parameter. In contrast, the most successful functionals are hybrids with more

than three empirical parameters. The hybridization typically consists in combining

different types of exchange and correlation functionals, leading to approximations

such as the famous B3LYP [57].

4.1.2.4 Linear-response TD-DFT Properties

There is a close connection between the ground-state parametrized methods and

their linear-response extensions. It is known that a purely local XC kernel3 in standard

Kohn-Sham theory, like the adiabatic LDA, often produces an inaccurate optical gap,

the energy threshold for photons to be absorbed. Almost all present applications of

TD-DFT employ the adiabatic approximation for TD XC effects: in constructing the

XC potential at time t , all functional dependence of the TD density prior to t is

ignored. In both the ground-state and TD cases, the relaxation and compression of

the orbital levels caused by the XC potential of the LDA is excessive with respect to

pure HF calculations.

The addition of an appropriate fraction of orbital exchange reduces these effects

by inducing orbital-specific screening. Nonetheless, the gradient-based corrections

to the XC of the LDA, present in functionals like PBE, do not seem to produce a

significant change on this widening of orbital levels, as reported in Section 4.4.

4.2 Theory

As discussed above, the GGA functionals were developed to improve energies

with respect to those of the LDA. The purpose of the gradient corrections is mainly

3The XC kernel is defined as the functional derivative of the XC potential with respect to the electron
density: fxc = δvxc/δn(r).
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to extend the LDA functional to the inhomogeneous electron gas case. Alternatively,

hybrid approximations provide a better model of the XC hole, improving important

chemical properties over GGA functionals. Still an important question arises from

this discussion: is there any other way to retain the correct behavior of the LDA, and

capture the energetically important features of inhomogeneous systems?

To investigate atoms and molecules, the gradient-corrected functionals give slightly

more accurate ground-state properties than the LDA. For example, binding energies

are improved because GGA functionals partially account for curvature variations

in the density of the bonding regions during a dissociation. Granting all this, are

the generalized-gradient corrections vital for the calculation of excited-states static

properties such as the estimation of gaps and excitation energies? Or can they be

calculated using hybrids of the LDA?

4.2.1 LDA-based, Hybrid Approximations

A family of LDA-based hybrid approximations [2] is introduced subsequently.

Gλ[n] is defined as an energy functional of a system of electrons, represented by a

single Slater determinant, which interact through a partial Coulomb interaction:

Gλ[n] ≡ min
Φ→n
〈Φ| T̂ + λŴ |Φ〉 , (4.10)

where T̂ and Ŵ are the kinetic and repulsion energy operators4, respectively, and

λ > 0 is a parameter modulating the Coulomb interaction.

The functional Gλ[n] can be straight-forwardly expressed using the LDA as

Gλ[n] = TTF[n] + λELDA
HX [n] , (4.11)

where TTF[n] is the Thomas-Fermi kinetic energy functional.

The partial LDA for the HXC energy is expressed as

ELDA,λ
HXC [n] = (1− λ)(EH[n] + ELDA

X [n]) + ELDA
C [n] , (4.12)

4In second quantization, Ŵ = − 1
2

s
d3r d3r′ ψ̂†(r′)ψ̂†(r)w(|r− r′|)ψ̂(r)ψ̂(r′), and w(|r− r′|) is the

Coulomb repulsion potential.
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where EH [n] is the Hartree repulsion energy functional, and λ behaves as a parameter

that controls the contribution of the exact exchange energy functional.

By adding Gλ[n] and ELDA,λ
HXC [n] together, the LDA energy functional for the

uniform-electron-gas limit is recovered with any value of λ [54]:

ELDA[n] = Gλ[n] + ELDA,λ
HXC [n]

= TTF[n] + λELDA
HX [n] + (1− λ)EH[n] + (1− λ)ELDA

X [n] + ELDA
C [n]

= TTF[n] + EH[n] + ELDA
XC [n] .

(4.13)

Equations (4.11) and (4.12) define a family of LDA-based, one-parameter, hybrid

approximations. Two functionals of that family are labeled. LDA0: with λ = 1/4,

containing 25% of HF exchange,

ELDA0
HXC [n] = EH[n] +

1

4
EHF

X [n] +
3

4
ESlater

X [n] + EVWN5
C [n] ; (4.14)

which is essentially PBE0 without the gradient contribution. And LDA1: with λ =

3/10, and 30% of HF exchange,

ELDA1
HXC [n] = EH[n] +

3

10
EHF

X [n] +
7

10
ESlater

X [n] + EVWN5
C [n] ; (4.15)

resembling PBE0-1/3 [134] without the gradient contribution.

4.2.2 LDA-based, Range-separated-hybrid Approximations

Further parameterizations can be introduced for the auxiliary system of electrons.

The Coulomb interaction between two electrons can be separated into a long- (lr) and

a short-range (sr) contribution. If the Coulomb attenuated method (CAM) is used,

such splitting requires additional parameters5 [58],

1

|r− r′|
=

1− [λ+ ζ erf(µ |r− r′|)]
|r− r′|

+
[λ+ ζ erf(µ |r− r′|)]

|r− r′|
. (4.16)

The first term on the right-hand side controls the long-range contribution, while the

second controls the short-range contribution.

5Some authors use α instead of λ, β instead of ζ, and ω instead of µ. The parameter ζ should not
be confused with the relative spin polarization function ζ(r) introduced in Section 4.1.2.



65

Now a range-separated hybrid can be formulated,

Gλ,ζ [n] ≡ min
Φ→n
〈Φ| T̂ + λŴ + ζŴ lr

µ |Φ〉 , (4.17)

which is similar to Equation (4.10), except for the inclusion of a third operator, Ŵ lr
µ ,

and the ζ parameter. The operator corresponds to the long-range repulsion. The

partial HXC energy is:

Eλ,ζ
HXC[n] = (1− λ− ζ)Eλ,ζ

HX[n] + ζEsr,λ,ζ
HX [n] + Eλ,ζ

C [n] . (4.18)

A new family of LDA-based, three-parameter, range-separated-hybrid approxima-

tions is defined with Equations (4.17) and (4.18). These functionals are exact for the

homogeneous electron gas. The detailed derivation can be found in Reference [2].

In particular, a new functional, named CAM-LDA0, is defined with 1/4 global HF

exchange (λ), 1/2 long-range HF exchange (ζ), and range separation factor (µ) of

1/3.

4.3 Computational Details

In order to study the performance of the LDA-based hybrid approximations, a

subgroup of the benchmarking set previously reported by Peach et al. was used

[130]. This subset maintains an even balance between the number of CT and local

excitations. The excitation energies of the following molecules are analyzed (See

Figure 4.1): dipeptide, β-dipeptide, hydrogen chloride (HCl), N-phenylpyrrole (PP),

4-(N,N-dimethylamino) benzonitrile (DMABN), carbon monoxide (CO), anthracene,

and polyacetylene (PA) oligomers. A comparison of the accuracy of the adiabatic

functionals PBE0 (λ = 0.25), LDA0 (λ = 0.25), LDA1 (λ = 0.30), and CAM-

LDA0 is carried out. Additionally, data corresponding to B3LYP and CAM-B3LYP,

calculated by Peach et al., is included.

All calculations were run using the NWChem 6.6 suite [135]. A sample input is

included in Appendix F. First, all the molecular geometries were optimized employing

the 6-31G* basis set for each functional: PBE0, LDA0, and LDA1. In most cases, the

excitation-energy calculations with a certain adiabatic functional were performed at



66

(a) Dipeptide (b) β-dipeptide (c) Hydrogen chloride (HCl)

(d) N-phenylpyrrole (PP) (e) DMA-benzonitrile (DMABN) (f) Carbon monoxide (CO)

(g) Anthracene (h) Diacetylene (PA, m = 2) (i) Triacetylene (PA, m = 3)

(j) Tetracetylene (PA, m = 4) (k) Pentacetylene (PA, m = 5)

Figure 4.1. Testing set for excitation energies with the LDA-based hybrids.

the molecular geometry obtained with its ground-state equivalent functional. A few

exceptions are noted: for the calculations with CAM-LDA0, the LDA0 geometry was

used; and for the β-dipeptide molecule, the LDA0 optimal geometry was employed

for all the excitation calculations. The linear response TD-DFT calculations were

carried out with the correlation-consistent, polarized, triple zeta cc-pVTZ basis set,
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except for CO, for which d-aug-cc-pVTZ was employed, as suggested by Peach et al.

in Reference [130].

4.4 Results

The calculated excitation energies are presented in a table in Appendix G. Refer-

ence values are also included in the table. Most reference values are taken from gas-

phase experiments, and a few are calculated either with complete active space with

second-order perturbation theory (CASPT2) or second-order approximate coupled-

cluster (CC2) methods. Figure 4.2 is plotted using the data contained in Appendix

G. To compare between several popular hybrid functionals and the approximations

formulated in Section 4.2, the mean absolute error (MAE)6 is the metric employed.

The excitation energies from LDA0 are around 0.1 eV less than those obtained

using PBE0. Also, for this set of excitation energies, both PBE0 and LDA0 yield

similar numbers as B3LYP. Further increments of the amount of HF exchange raises

the excitation energies with respect to PBE0. Consider LDA1, with λ = 0.3, for

example. Figure 4.2 shows that LDA1 is slightly more accurate than LDA0.

In addition, the convergence of the linear-response calculations with the adiabatic

LDA0 functional is twice as fast as with PBE0; and both functionals display close

mean absolute errors, as shown in Figure 4.2. The improved efficiency of LDA-based

functionals is due to a faster convergence of the self-consistent procedure.

Figure 4.2 shows that local excitations are comparably described by all the tested

functionals. It also appears that removing the gradient contributions improves the

accuracy of Rydberg excitations. CT excitations are similar with all standard hybrids.

But CAM functionals are significantly more accurate, with CAM-LDA0 working as

well as CAM-B3LYP. Noteworthy, PBE0, LDA0, and LDA1 are unable to properly

capture the CT excitation energies as the CAM functionals do. The improvement in

the description of such processes lies in the addition of the long-range, HF exchange

contribution.

6MAE is defined as 1
n

∑n
i=1 |fi− yi|, where n is the number of measurements and f and y represent

the experimental and true values, respectively.
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Figure 4.2. Comparison of the mean absolute error in eV of the
excitation energies computed on the set shown in Figure 4.1.

Why does it work? The addition of non-local exchange increases the excitation

energies, but does not raise the CT values high enough. A further increase of λ could

be attempted, but this would induce errors in the non-CT excitations. Long-range,

HF exchange effectively raises the energy of the long-range excitations, which are

essentially of the CT type. For local excitations, the long-range, non-local exchange

has little effect.

The CAM, is an extension of the work of Tsuneda et al. [136]. They showed

that partitioning of the Coulombic interaction and use of HF exchange for the long-

range interactions were of practical utility. These studies focus only on exchange

interactions. The effect of non-local correlation is left unexplored.

The gradient corrections to the adiabatic LDA0 functional have little effect on the

excitation energies. For example, compare CAM-B3LYP to CAM-LDA0. The latter
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functional consists in setting λ = 1/4, ζ = 1/2, and µ = 1/3, while the residual parts

of exchange and correlation are treated with LDA only. The factor µ = 1/3 comes

from the study of Tsuneda et al., and ζ = 1/2 derives from the work of Yanai et

al. As illustrated in Figure 4.2, the performance of CAM-LDA0 agrees with that of

CAM-B3LYP.

Besides, CAM-LDA0 leads to computer times reduced by about 30% with respect

to CAM-B3LYP. The cost cannot be reduced further due to the use of the error func-

tion. In situations where computational resources are limited, or need to be shared

among many users, some increase in efficiency might be desired. Approximation and

speed-up of exchange integrals is an ongoing field [137, 138]. If a boosting algorithm

can be applied to a functional such as the adiabatic CAM-LDA0, then the time sav-

ings could be increased.

Furthermore, the robustness of the adiabatic LDA XC kernel has been pointed out

by Baerends and collaborators [139,140]. They noted cases where inclusion of asymp-

totic gradient corrections, such as in the van Leeuwen-Baerends functional [141], does

not yield significant changes to excitation frequencies. Nonetheless, asymptotic cor-

rections are crucial to correctly estimate sensitive properties such as multipole polar-

izabilities [142,143].

Moreover, the tendency of gradient-dependent terms to produce small contribu-

tions to the excitation energies, for the standard theory with no parameters (λ = 0),

can also be inferred from earlier studies. For instance, the data reported in Refer-

ences [144, 144, 145] suggest that for low-lying excitation energies the results change

by a small amount when switching from the adiabatic PBE functional to the adiabatic

LDA.

The purpose of the gradient corrections to the LDA XC energy is mainly to extend

the LDA functional to the inhomogeneous electron gas case. To investigate atoms

and molecules, the gradient-corrected functionals provide more accurate ground-state

properties than the LDA. In a dissociation process, for example, the curvature of the

density increases due to the reduction of the density in the bonding regions. Since
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the GGA approximations partially account for this effect, the binding energies are

improved. In contrast, the LDA0, or CAM-LDA0, is less suited for describing binding

energies.

For large molecules, congruence between the approximations used is convenient

for the excitation-energy estimations. For example, if a ground-state functional is

employed, then its adiabatic equivalent should be considered for the Linear-Response

TD-DFT calculations. There are indeed cases where an accurate description of the

ground-state equilibrium geometry is required, and the XC ground-state functional

and its adiabatic form need gradient corrections, or other type of improving terms.

The results in Figure 4.2 indicate that introduction of the parameters λ, ζ, and

µ are useful to improve optical properties. Interestingly, the generalized Kohn-Sham

method allows for inclusion of several types of auxiliary interactions between the

auxiliary electrons to enhance the approximations in standard Kohn-Sham theory.

It would be desirable to have a reference system where the value of the parameters

λ, ζ, and µ could be estimated. There is a fundamental challenge in the search for

approximations, though: the exact density functional is not an analytic function [146–

148]. Assigning orbital dependent contributions to the auxiliary system of electrons

introduces non-analyticities. However, the LDA and GGA functionals are analytic,

which makes them essential in developing new approximations.

4.5 Summary

Two types of approximated functionals for excitation energies were introduced.

One, a mostly unexplored class of LDA-based, one-parameter, standard-hybrid ap-

proximations; the other, a completely-new family, LDA-based, three-parameter, range-

separated-hybrid approximations.

Initial examination of these adiabatic functionals showed promising results for

linear-response properties. The LDA0 and LDA1 models proved that non-local ex-

change corrections to LDA can produce excitation energies comparable to functionals

such as PBE0 or B3LYP. Excitation energies of the CAM-LDA0 functional are com-
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parable to those of CAM-B3LYP, with the advantage of a reduced computational cost

due to faster a convergence of the self-consistent field procedure. Although, an as-

sessment of the description of geometries in the excited states with these functionals

remains undone, the results gathered suggest that a portion of non-local exchange is a

dominant factor for the enhancement of excitation energies over generalized gradient

corrections.

It should be reminded that gradient corrections are important for binding energies,

geometries, and vibrations. Also, different chemical systems, in principle, require

different amounts of non-local HF exchange, which can motivate further work on

transforming the parameters into purely ab initio quantities. Discretion and insight

by the user are required to properly set up the correct amount of exchange, and related

quantities. Such judgment can be enriched by knowledge deduced from reliable ab

initio calculations and experimental measurements.



PART TWO
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5. THE EFFECTIVE FRAGMENT POTENTIAL METHOD

5.1 Introduction

The EFP method is the main discussion topic on the subsequent four chapters of

this thesis. Although the literature on this field is broad, dating back to the early

1980s, this is a complex topic to follow: different authors describe the method using

diverse mathematical expressions, notations, and often times few details are provided.

Generally following the second section of the article by Ghosh et al. [149], this

chapter introduces the method and provides basic information about its working

mechanism. It also intends to be an accessible guide to EFP.

The chapter starts with a quick historical perspective. Subsequently, the most

common derivations for each energy term are provided. Finally, it concludes with a

short explanation of the basic steps required to run an EFP calculation.

5.2 Background

The EFP method is a computationally inexpensive way of modeling intermolecular

interactions in non-covalently bound systems. Although in essence it is ab initio-based

polarizable classical force field, the EFP approach can be viewed as a quantum-

mechanics/molecular-mechanics (QM/MM) scheme with no empirical parameters.

The EFP method is designed to accurately describe intermolecular interactions

and environmental effects. Therefore, compared to ab initio methods, it is a compu-

tationally inexpensive technique that can capture intermolecular interactions in large

systems. It was originally formulated to simplify the treatment of complex chemical

systems. However, it has undergone vast improvements since its origins.



73

5.2.1 The Origins

What is known today as the EFP method has evolved significantly since its cre-

ation. The original EFP method of Ohta et al. [150] is developed in 1983 to model

the environment of a chemical system by means of a simplified effective potential.

Their idea is to treat explicitly only those electrons directly involved in molecular

interactions. Such approach resembles an extension of the atomic effective core po-

tential approximation. The study by Ohta et al. presents an effective fragment (EF)

of the ammonia molecule consisting of only the lone-pair electrons. However, their

system containing the EFP of ammonia interacting with an all-electron ammonia

or borazine provides promising results. This ancient version of a QM/MM scheme

produces good-enough energy profiles to encourage a quick application of the EFP

method to other molecules, including water [151].

A new potential energy expression more similar to the one known today, is intro-

duced in 1987 by Honda and Kitaura [152]. They devise a different intermolecular

potential with the idea of performing classical Monte Carlo and MD simulations of liq-

uids, solutions, and other molecular assemblies. Their potential is expressed in terms

of two main contributions: One depending on the intermolecular overlap integrals

over localized molecular orbitals (LMO) of isolated molecules, and the other based

on Coulomb potentials between fractional point charges placed on the nuclei. This

potential function is easy to generate, and is applicable to a wide range of molecules.

5.2.2 The EFP1 Model

A series of auspicious breakthroughs, starting from 1994, mainly by Jensen and

other collaborators of the Gordon group at Iowa State University [153,154], advance

the EFP method to a higher level of sophistication. Such advances make the method

so popular that most of the literature attributes the origin of the EFP method to the

Gordon group. Their approach, which has been extensively applied to model solvent

effects, is known as EFP1.
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Stone had shown that it is possible to relate the intermolecular interactions to the

properties of the isolated molecules in a general way [155, 156]. As Jensen explains

in his doctoral thesis [157], using perturbation theory, the interaction energy of the

system is decomposed as an expansion of the perturbation energy, including short-

and long-range terms. Then, the first order energy corresponds to the electrostatic

interactions. The second order energy is comprised of polarization and dispersion1

energies. They also rationalized that at shorter intermolecular distances the electron

exchange becomes important. However, at that point they did not find an obvious

way to relate the XR energy to the properties of the unperturbed molecules. Such

contribution must be added to the total energy, therefore they introduce repulsive

effective potentials, and employ the energy decomposition scheme by Morokuma and

Kitaura [158] to formulate the reminder term.

The approach by Jensen et al. works under certain assumptions. The most

important is that the internal geometry of the EF does not change, therefore its

internal Hamiltonian and resulting energy is ignored. In other words, any energetic

contribution from the internal structure of an EF is disregarded.

Although successful for water modeling [159–161], EFP1 still requires extensive

parameterization for different molecules, mainly due to the parametrized form of

the reminder term. Specifically, it requires the determination of dimer PES for each

alternative molecule of interest, followed by a fitting procedure for the reminder term.

Further developments in the expression of the XR potential [162, 163], based on

previous work by Murrell and collaborators [164,165], produce a more general expres-

sion for intermolecular Pauli exclusion. In this approximation, the XR interaction

between closed-shell fragments is estimated through the overlap of the isolated wave

functions of the fragments.

1It is important to note that the dispersion energy is not considered explicitly in the EFP1 model,
although at its beginnings it was known that it could be derived from the second-order term.
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5.2.3 The EFP2 Model

Based on those developments, in 2001, the method matures to what is known now

as the EFP2 approach [166]: a general implementation replacing the fitted reminder

term with a expression for exchange repulsion derived from first principles.

Then, the principle limitation of the new approach became the correlation contri-

butions, most notably dispersion, which is not explicitly included yet. Such limitation

was overcome with the implementation of a distributed dispersion by Adamovic and

Gordon [167].

EFP2 is a significant improvement over its predecessor: The potential applications

become broader than the original studies of aqueous solvent effects on biochemistry of

peptides and enzymes for which EFP1 is initially developed. Since EFP2 incorporates

most of the important physical interactions directly from quantum mechanics and

requires no adjustable parameters, it is an appealing alternative to classical force

fields in QM/MM simulations.

Continuous enhancements over the EFP2 method [168–170], as well as extensive

tests [171, 172] and benchmarking studies [172–175] have transformed it into one of

the most popular tools of ab initio-based classical modeling [176]. EFP2 has been

successfully employed to study a variety of extended systems ranging from condensed

phases and materials [177,178] to proteins and macromolecules [179,180].

5.3 The Effective Fragment Potential Method

The EFP method2 is a systematic approach to describing intermolecular interac-

tions. It can be thought of as a non-empirical polarizable force field that employs

quantum mechanical-based potentials. It is efficient in the use of computational re-

sources, yet at the same time is rigorous from the theoretical point of view. Moreover,

the current implementation of the EFP method can be generally applied to a wide

range of chemically relevant molecules.

2From now on EFP will generally refer to the EFP2 implementation.
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Figure 5.1. Schematic representation of fragments of water. A and B
denote the positions of the COM of each fragment, the coordinates of
a and b are points on fragments A and B, respectively; and R = B−A
is the separation vector between the COM of the fragments.

Take the example of a small cluster of water, such as the one depicted in Figure

5.1. In the EFP approach each molecule could define a fragment. Assuming that

the fragments have a fixed internal geometry and contribute no internal energy, the

interaction energy between EFs in the EFP method is defined as

V EFP = Eelec + Epol + Edisp + Exr + Ect . (5.1)

The EFP simulations throughout this thesis are carried out with the LibEFP

library. The implementation of the EFP method in LibEFP uses an approximation

in which the electrostatics term is parameterized on a smaller basis set to emulate a

charge transfer via a stiffer potential. Labeling the electrostatics term of Equation

(5.1) as “LBS”, and the approximated electrostatics term including implicit charge

transfer as “SBS”:

ESBS
elec ≈ ELBS

elec + Ect . (5.2)

Consequently, the total potential energy, as implemented in the LibEFP code, is

effectively written as

V EFP = Eelec + Epol + Edisp + Exr , (5.3)
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including explicit energy terms for: electrostatics, polarization, dispersion, and ex-

change repulsion. These terms are discussed in detail in the forthcoming sections.

5.3.1 Electrostatics

The electrostatics term, which captures Coulomb interactions between the frag-

ments, is expressed using a set of classic point-multipoles. The distributed multi-

pole moments are derived from the distributed multipole analysis (DMA) of Stone

[155,156]. In the EFP water model, for example, each water fragment has five points

with distributed multipoles: two located at bond midpoints an one at each atom

center.

The EFP electrostatic potential of a system with N fragments is expressed as

Velec =
K∑
k

v
(k)
elec(x) , (5.4)

where k is an index that counts multipole points; K is the total number of multipole

points on the N fragments; and the contribution of a multipole-expansion point k, at

k, to the Coulomb potential at point x, expanded up to octapoles, is written as

v
(k)
elec(x) = q̂(k)T (rkx)

−
x,y,z∑
α

µ̂(k)
α Tα(rkx)

+
1

3

x,y,z∑
α,β

Θ̂
(k)
αβTαβ(rkx)

− 1

15

x,y,z∑
α,β,γ

Ω̂
(k)
αβγTαβγ(rkx) . . . ,

(5.5)

where Greek letter subindices correspond to Cartesian-axis coordinates, x, y, and z;

rkx is the distance between the coordinates x and k; q(k), µ
(k)
α , Θ

(k)
αβ , and Ω

(k)
αβγ, are the

charge, dipole, quadrapole, and octapole moment operators at k, respectively; and T ,

Tα, Tαβ, and Tαβγ, are electrostatic tensors of zeroth-, first-, second-, and third-rank,

respectively [177].
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In general, the multipole moment operator of rank n takes the form [156]

ξ̂
(n)
αβ...ν =

(−1)n

n!

∑
a

e(a)a2n+1 ∂

∂aν
· · · ∂

∂aβ

∂

∂aα

(
1

a

)
. (5.6)

where “a” denotes an index running over all charged particles on fragment A, e(a)

denotes the charge of such particle, and a is the magnitude of its position vector.

Thus, Equation (5.6) gives the prescription to derive the charge moment operator,

q̂ =
∑

a

e(a) ; (5.7)

the dipole moment operator,

µ̂α =
∑

a

e(a)aα ; (5.8)

the quadrapole operator,

Θ̂αβ =
∑

a

e(a)

(
3

2
aαaβ −

1

2
a2δαβ

)
; (5.9)

and the octapole operator,

Ω̂αβγ =
∑
a

e(a)

[
5

2
aαaβaγ −

1

2
a2 (aαδβγ + aβδαγ + aγδαβ)

]
. (5.10)

In general, the electrostatic tensor of order n is given by the expression [156]:

T
(n)
αβ...ν =

1

4πε0R
∇α∇β · · ·∇ν

1

R
, (5.11)

where ε0 is the vacuum permittivity constant and R is the magnitude of the separation

vector between the fragments, as depicted in Figure 5.1.

Equation (5.11) gives the expression for the zeroth-order electrostatic tensor,

T =
1

4πε0

1

R
; (5.12)

the first-order electrostatic tensor,

Tα =
1

4πε0R
∇α

1

R
= − 1

4πε0

1

R3
Rα ; (5.13)

the second-order electrostatic tensor,

Tαβ =
1

4πε0R
∇α∇β

1

R
=

1

4πε0

1

R5

(
3RαRβ −R2δαβ

)
; (5.14)
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the third-order electrostatic tensor, omitting the explicit relation to the gradients,

Tαβγ = − 1

4πε0

1

R7

[
15RαRβRγ − 3R2(Rαδβγ +Rβδαγ +Rγδαβ)

]
; (5.15)

and the fourth-order electrostatic tensor,

Tαβγδ =
1

4πε0

1

R9


105RαRβRγRδ

−15R2

 RαRβδγδ +RαRγδβδ +RαRδδβγ

+RβRγδαδ +RβRδδαγ +RγRδδαβ


+3R4 (δαβδγδ + δαγδβδ + δαδδβγ)

 ; (5.16)

where Rα, ... , and Rδ denote the magnitude of the components of the vector sepa-

ration vector, and δαβ, ... , and δγδ are Kronecker delta functions3.

According to Stone [156], the electrostatic interaction of two multipole expansion

points, at a and b, belonging to fragments A and B, respectively, as those illustrated

in Figure 5.1, can be expressed in terms of the full electrostatic potential defined on

Equation (5.5),

ε
(ab)
elec =

∞∑
n=0

1

(2n− 1)(2n− 3)
ξ̂

(n),(b)
αβ...ν v

(a)
αβ...ν . (5.17)

If the multipole moments on b, from the previous expression, are expanded and

truncated at the level of octapoles, then the electrostatic energy of a pair of multipole

expansion points a and b is

ε
(ab)
elec = q̂(b)v(a) + µ̂(b)

α v
(a)
α +

1

3
Θ̂

(b)
αβv

(a)
αβ +

1

15
Ω̂

(b)
αβγv

(a)
αβγ , (5.18)

where vα, vαβ, and vαβγ, are defined as ∂v/∂rα, ∂2v/∂rα∂rβ, and ∂3v/∂rα∂rβ∂rγ,

respectively.

3the Kronecker delta function is a function of two positive integers: δij =

 0 if i 6= j,

1 if i = j.
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Following Slipchenko and Gordon [169], if Equation (5.18) is truncated at the level

of octapoles and negligible terms are omitted:

ε
(ab)
elec = q̂(b)

[
q̂(a)T (rab)− µ̂(a)

α Tα(rab) +
1

3
Θ̂

(a)
αβTαβ(rab)−

1

15
Ω̂

(a)
αβγTαβγ(rab)

]
+ µ̂(b)

α

[
q̂(a)Tα(rab)− µ̂(a)

β Tαβ(rab) +
1

3
Θ̂

(a)
βγ Tαβγ(rab)

]
+

1

3
Θ̂

(b)
αβ

[
q̂(a)Tαβ(rab)− µ̂(a)

γ Tαβγ(rab) +
1

3
Θ̂

(a)
γδ Tαβγδ(rab)

]
+

1

15
Ω̂

(b)
αβγ

[
q̂(a)Tαβγ(rab)

]
.

(5.19)

Equation (5.19) can be rearranged once more, and ordered in relation to the tensor

rank:

ε
(ab)
elec = T (rab)

[
q̂(b)q̂(a)

]
+ Tα(rab)

[
q̂(a)µ̂(b)

α − q̂(b)µ̂(a)
α

]
+ Tαβ(rab)

[
1

3
q̂(b)Θ̂

(a)
αβ +

1

3
Θ̂

(b)
αβ q̂

(a) − µ̂(b)
α µ̂

(a)
β

]
+ Tαβγ(rab)

[
1

15
Ω̂

(b)
αβγ q̂

(a) − 1

15
q̂(b)Ω̂

(a)
αβγ +

1

3
µ̂(b)
α Θ̂

(a)
βγ −

1

3
Θ̂

(b)
αβµ̂

(a)
γ

]
+ Tαβγδ(rab)

[
1

9
Θ̂

(b)
αβΘ̂

(a)
γδ

]
.

(5.20)

This expression contains all the contributions to the electrostatic term of EFP:

Eelec =
1

2

K∑
a

K∑
b6=a

ε
(ab)
elec . (5.21)

Those contributions related to higher-order tensors terms, namely octapole-dipole,

octapole-quadrapole, octapole-octapole, etc., decay faster with respect to the inter-

molecular separation (1/R9 or faster), effectively nullifying at intermediate separa-

tions. Notably, the quadrapole-quadrapole interaction is still relevant in many non-

polar molecules, especially in certain cases involving high electron delocalization.

Good examples are the acetylene dimers and trimers, or the benzene dimer [156,168].

Therefore, as indicated in Equation (5.20) the quadrapole-quadrapole contribution is

included in EFP.
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Although distributed multipole expansions are effective in representing molecular

electron densities and their potentials, the Coulomb point multipole model fails if

the fragments become too close to each other. If two fragments are brought too

close, their electron densities will overlap. Thus, the nuclei on one fragment will no

longer be shielded by its own electron density, and will experience a greater attraction

for the electron density associated with the other fragment. The energy difference

resulting from the increased attraction is known as charge penetration. In those cases,

the electron densities on the fragments cannot be correctly approximated by point

multipoles: the electrostatic interactions become excessively repulsive, and must be

modulated introducing a screening or damping function [168,181].

There are several approaches to generating these damping functions. However,

there are certain conditions that these functions must satisfy: go to the unity in the

long-range regime and fall off toward zero as the intermolecular separation approaches

zero; resemble the ab initio electrostatic potential of an isolated fragment properly in

the region of its van der Waals radius; and give rise to tractable electrostatic integrals.

Originally, simple exponential functions were used [166]. These functions enter as a

multiplier regulating the magnitude of the multipole moment they act on. Later,

ab initio-derived damping, based on the overlap of fragments, was designed as an

additive energy term [169].

5.3.2 Polarization

The second term on the right-hand side of Equation (5.3) accounts for the po-

larization energy. When a molecule is placed in an electric field, its electron cloud

responds by reshaping and reorienting. If the field is homogeneous and unidirectional,

partial opposite charges separate along the direction of the field, as a way to minimize

the total energy of the system.

In EFP, the polarization contribution is evaluated as an interaction of induced

dipoles of each fragment with the static field due to the Coulomb multipoles and

the induced field due to the induced dipoles of the other fragments. For example,
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in a fragment of water, anisotropic, distributed-polarizability tensors are placed on

the centroids of LMO, where the induced dipoles are to be modeled. Each water

fragment has five distributed polarizability points: one at the oxygen, two on the

center of each bond, and two at each of the centroids of the lone pairs on oxygen (not

depicted) [177].

The contribution of a multipole-expansion point k, at k, to the polarization po-

tential at point x, is expressed by Gordon et. al. [177] as:

v
(k)
pol(x) =

1

2

x,y,z∑
α

(
µ̂

(k)
α,ind + ˆ̃µ

(k)
α,ind

)
Tα(rkx) , (5.22)

with rkx being the distance between the coordinate x and k; µ̂
(k)
α,ind and ˆ̃µ

(k)
α,ind, the

induced and conjugate induced dipoles at the polarization point k, respectively; and

Tα, the first-rank electrostatic tensor.

The polarization energy between fragments is calculated self-consistently using

an iterative procedure, therefore partially accounting for many-body effects that are

important in aqueous and other polar systems. In an external field, a fragment A

becomes polarized and develops induced dipoles located at polarizability points k.

These induced dipoles are caused by the total field, comprised of a static external

field and the field due to induced dipoles on the other fragments.

Thus, following the derivation by Jensen and Gordon [162], the total polarization

energy of an EFP-only system is expressed as the sum of two contributions: the

energy due to the interaction of the polarized fragment dipoles with the field, Eint;

and the energy required to induce the dipoles in the fragment, Esol,

Epol = Eint + Esol . (5.23)

Assuming that the induced dipole is a linear function of the applied field,

µ(k) = α̃(k)F (k) , (5.24)
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is the induced dipole vector at polarizable point k, and F (k) and α̃(k) are the elec-

tric field vector4, at k, and the corresponding asymmetric anisotropic polarizability

tensor5, respectively.

On the one hand, the energy due to the interaction of the dipoles in the polarized

fragment with the field can be expressed as:

Eint = −
∑
k

µ(k) ·
(
F (k)

total −
1

2
F (k)

ind

)
, (5.25)

where F (k)
total is the total electric field and F (k)

ind is the field induced by dipoles on all

other fragments, both acting on polarizable point k.

In a system with N fragments, the latter term is given by:

F (k)
ind =

N−1∑
B6=A

J∑
j∈B

F (k)
j,B , (5.26)

where F (k)
j,B is the field due to the induced dipole at point j, of fragment B, acting on

polarizable point k, of fragment A.

The total electric field on an EFP-only system is given by:

F (k)
total = F (k)

static + F (k)
ind , (5.27)

where F (k)
static is the field at the polarizable point k due to the static multipoles in the

other fragments, and F (k)
ind is the field from the induced dipoles in the other fragments.

Thus, replacing µ(k) according to Equation (5.24):

Eint = −
∑
k

(
α̃(k)F (k)

total

)
·
(
F (k)

total −
1

2
F (k)

ind

)
= −

∑
k

[(
α̃(k)F (k)

total

)
·F (k)

total −
1

2

(
α̃T (k)F (k)

ind

)
·F (k)

total

]
= −

∑
k

[
µ(k) ·F (k)

total −
1

2
µ′(k) ·F (k)

total

]
= −

∑
k

(
µ(k) − 1

2
µ′(k)

)
·F (k)

total ,

(5.28)

4F will be employed throughout, although the most common notation for the electric field is E.
This label avoids confusion between energies and the electric field components, and also follows the
notation in EFP literature.
5α̃ is not to be confused with the coordinate label α.
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where the symbol, α̃T , represents the transposed6 polarizability tensor, and:

µ′(k) = α̃T (k)F (k)
ind . (5.29)

On the other hand, the energy required to induce the dipoles in the fragment has

been shown to be [182]

Esol =
1

2

∑
k

µ(k) ·F (k)
total ; (5.30)

hence, the polarization energy is [162]:

Epol = −
∑
k

µ(k) ·
(
F (k)

total −
1

2
F (k)

ind

)
+

1

2

∑
k

µ(k) ·F (k)
total

= −1

2

∑
k

µ(k) ·
(
F (k)

total −F (k)
ind

)
= −1

2

∑
k

(
α̃(k)F (k)

total

)
·
(
F (k)

total −F (k)
ind

)
= −1

2

∑
k

(
µ(k) − 1

2
µ′(k)

)
·F (k)

total .

(5.31)

In practice, a similar treatment as the one utilized for the electrostatic term can be

applied to obtain its polarization analogue. As stated by Slipchenko and Gordon [169],

the total field acting on fragment A is written as in Equation (5.27), summing over

all polarizable points k belonging such fragment:

FA
total = FA

static + FA
ind . (5.32)

The second term on the right-hand side of Equation (5.32), can be expressed in

terms of the dipoles induced by the static external field, using tensor notation,

FA
α,ind =

N−1∑
B 6=A

x,y,z∑
β

TAB
αβ µ

B
β,ind , (5.33)

where Greek letter subindices correspond to Cartesian-axis coordinates, x, y, and z.

In an external field, a fragment A becomes polarized and develops an induced

dipole (in tensor notation),

µA
β,ind = α̃A

αβFA
α,total . (5.34)

6In the transposed tensor a given element αij becomes αji.
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The sum on Equation (5.33) and the induced dipole, are then used to solve for the

static field term in Equation (5.32), also in tensor notation:

FA
α,static =

(
α̃−1
)A

αβ
µA
β,ind −

N−1∑
B 6=A

x,y,z∑
β

TAB
αβ µ

B
β,ind . (5.35)

By introducing a new tensor,

DAB
αβ =


(α̃−1)

A
αβ if A = B,

0 if A 6= B in the same fragment,

−TAB
αβ if A 6= B in different fragments;

(5.36)

Equation (5.35) is now simplified into7:

FA
α,static =

N−1∑
B 6=A

x,y,z∑
β

DAB
αβ µ

B
β,ind . (5.37)

Next, the induced dipoles can be calculated rearranging Equation (5.37) and em-

ploying the inverse of DAB
αβ ,

µA
α,ind =

N−1∑
B 6=A

x,y,z∑
β

(
D−1

)AB

αβ
FB
β,static . (5.38)

Normally, by finding the inverse of DAB
αβ , the induced dipoles are determined. This

equation can also be solved iteratively, which can be computationally less expensive.

However, direct diagonalization is more efficient and robust for small systems, and the

code implementing the EFP method uses this technique. Once the induced dipoles

are found, the polarization energy of the EFP system is calculated with:

Epol =
1

2

N∑
A

x,y,z∑
α

µA
α,indFA

α,static . (5.39)

As with the electrostatic potential, polarization also requires damping at short

distances. Besides the charge penetration error, there is an artifact known as the

polarization catastrophe: during the iterative procedure, a fragment is over-polarized

by the induction due to dipoles on the near fragments and, in turn, it over-polarizes

7The general form of the DAB
αβ tensor is discussed in further detail by Slipchenko and Gordon [169].
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them, entering in a vicious cycle in which the polarization energy soon becomes

infinite. That may happen due to breaking of the multipole approximation at short

separations between the fragments.

5.3.3 Dispersion

In the EFP method, the dispersive energy is calculated as an inverse expansion of

the fragment separation, R,

Edisp =
∑

C(n)R−n , (5.40)

where the coefficients C(n) are derived from the imaginary frequency-dependent dy-

namic polarizabilities summed over the entire frequency range [167,183].

Usually, the induced dipole-induced dipole interaction is the most relevant term.

It decays as 1/R6, depends exclusively upon dipole polarizabilities, and is modulated

by C(6). In the current implementation of the EFP method, an estimate of the n = 8

term is computed, in addition to the explicitly derived n = 6 term.

Customarily, the dispersive energy calculation is based on the interaction between

molecular centers. Following the detailed derivation by Smith et. al. [175], the leading

term of the expansion, in atomic units, is given by

ε
(6)
AB = −

x,y,z∑
αβγδ

TAB
αβ TAB

γδ

∫ ∞
0

dω α̃A
αγ (iω) α̃B

βδ (iω) , (5.41)

where A and B are fragments, α̃ is the imaginary frequency-dependent dynamic

polarizability tensor with an imaginary frequency denoted as iω, and Greek letter

subindices correspond to Cartesian-axis coordinates, x, y, and z.

The atomic C(6) coefficients in Equation (5.41) are

C
(6)
AB =

∫ ∞
0

dω α̃A
αγ (iω) α̃B

βδ (iω) , (5.42)

and the 1/R6 dependence follows from a product of TAB
αβ TAB

γδ tensors.

This strategy allows for an anisotropic dispersion energy expression, which is ad-

vantageous in most computational methods. However, there are known issues with
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convergence when using the approach of Equation (5.41). Effectively, it requires

higher terms in the multipolar expansion. The quadrupole polarizabilities, which are

not included in the EFP method, are of particular importance in some cases [154].

Hence, the EFP dispersion energy is expressed in terms of LMO-LMO interactions,

rather than atom-atom interactions. This is done by employing the distributed po-

larizability approximation,

α̃B
βδ (iω) ≈

J∑
j∈B

α̃
(j)
βδ ; (5.43)

where the expansion points of fragment B are denoted as j. Introducing such approx-

imation in Equation (5.41), the leading term of the dispersion energy becomes:

ε
(6)
AB = −

K∑
k∈A

J∑
j∈B

x,y,z∑
αβγδ

T
(kj)
αβ T

(kj)
γδ

∫ ∞
0

dω α̃(k)
αγ (iω) α̃

(j)
βδ (iω) . (5.44)

The off-diagonal terms of the frequency-dependent polarizability tensor provide

marginal contributions to the dispersion energy. This is because, in the case of the

EFP method, the polarizability tensor is constructed using the principal orientation

for a given molecule, thus maximizing the diagonal components [184]. By omitting

the off-diagonal terms from the calculation, the total number of terms that must be

calculated decreases significantly, without compromising accuracy,

ε
(6)
AB = −

K∑
k∈A

J∑
j∈B

x,y,z∑
αβγδ

δαγδβδT
(kj)
αβ T

(kj)
γδ

∫ ∞
0

dω α̃(k)
αγ (iω) α̃

(j)
βδ (iω)

= −
K∑
k∈A

J∑
j∈B

x,y,z∑
αβ

T
(kj)
αβ T

(kj)
αβ

∫ ∞
0

dω α̃(k)
αα (iω) α̃

(j)
ββ (iω) .

(5.45)

Then, further simplifications can be achieved by introducing the isotropic dy-

namic polarizability for LMO j and frequency ω, ᾱ(j) (iω), as 1/3 of the trace of the

polarizability tensor at a given imaginary frequency,

ᾱ(j) (iω) ≈ 1

3
tr (α̃ (iω)) , (5.46)

and employing the spherical atom approximation,

α̃(j)
xx (iω) ≈ α̃(j)

yy (iω) ≈ α̃(j)
zz (iω) = ᾱ(j) (iω) . (5.47)
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An advantage of using isotropic polarizabilities is that a vast amount C(6) val-

ues reported in the literature are isotropic [167], making the comparison with other

methods adequate. When applied to Equation (5.45), these approximations yield:

ε
(6)
AB = −

K∑
k∈A

J∑
j∈B

x,y,z∑
αβ

T
(kj)
αβ T

(kj)
αβ

∫ ∞
0

dω ᾱ(k) (iω) ᾱ(j) (iω) . (5.48)

The tensors sum on Equation (5.48) contains the dependence upon fragment-

fragment separations,
x,y,z∑
αβ

T
(kj)
αβ T

(kj)
αβ =

6

R6
kj

; (5.49)

and the integral corresponds to the C(6) coefficients,

C
(6)
kj =

∫ ∞
0

dω ᾱ(k) (iω) ᾱ(j) (iω) . (5.50)

In current implementations of the EFP method, the integration of Equation (5.50)

is performed on-the-fly between all pairs of dispersion points of all fragments, using

a 12-point Gauss-Legendre quadrature [185].

Finally, an empirical correction that accounts for the n = 8 term is added as

approximately one-third of the n = 6 term,

εAB = −4

3

K∑
k∈A

J∑
j∈B

1

R6
kj

∫ ∞
0

dω ᾱ(k) (iω) ᾱ(j) (iω) , (5.51)

which can be summarized as

εAB = −4

3

K∑
k∈A

J∑
j∈B

C
(6)
kj

R6
kj

; (5.52)

therefore the dispersive energy of the EFP method is

Edisp =
1

2

∑
A 6=B

∑
B

εAB . (5.53)

Once more, the expression on Equation (5.52) needs to be corrected for short-range

charge penetration effects. Otherwise, at the limit of R→0, the dispersive energy

would become infinite. This can be remedied by introducing a damping function.

Two popular forms of the damping function for dispersion are the method by Tang

and Toennies [186] and the overlap approximation by Slipchenko and Gordon [169].
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5.3.4 Exchange Repulsion

Exchange repulsion is an effect of the Pauli exclusion principle, thus it is purely

quantum-mechanical. Its manifestations within the MO approximation are demon-

strated by Jensen and Gordon [162], who considered two approaching one-electron

systems, A and B, with the same spin.

According to the Pauli exclusion principle, the total wave function of the dimer

system can be written in terms of the wave functions of the fragments. The total

wave function must be antisymmetric if two electrons are swapped. Hence, such wave

function is expressed as a Slater determinant

ΨAB(r1, r2) =
1√

2− 2S2
[χA(r1)χB(r2)− χA(r2)χB(r1)] , (5.54)

where the numeric subindices denote labels for electron coordinates, the uppercase

straight letters are labels for fragments, and

S = 〈χA |χB〉 , (5.55)

known as the overlap integral matrix, is an object that quantifies the superimposition

of the wave functions.

The electron density of the dimer system is then described by

nAB(r1) = 2

∫
d3r1 d3r2 |ΨAB(r1, r2)|2

=
1

1− S2

[
|χA(r1)|2 − 2SχA(r1)χB(r1) + |χB(r1)|2

]
.

(5.56)

If the wave function of B is required to be orthogonal to the wave function of A,

〈χA |χ′B〉 = 0 , (5.57)

where χ′B,

χ′B =
1√

1− S2
[χB − SχA] ; (5.58)

then, the total wave function can be simplified, and the electron density becomes:

nAB(r1) = |χA(r1)|2 + |χ′B(r1)|2 . (5.59)



90

This approach connects the effect of the Pauli exclusion on the density to the or-

bitals. Murrell and collaborators [164,165] designed a method that incorporates Pauli

repulsion into intermolecular interaction energies by enforcing orbital orthogonality.

The exchange repulsion in the EFP method is based on their work.

The idea of Jensen and Gordon [162] is that the interaction energy between two

molecules can be calculated building a total wave function from those of each isolated

molecule, similar to the general procedure described above,

Φ = ΨAΨB . (5.60)

Assuming that each isolated molecule can be correctly described within the frame-

work of closed-shell theory, their corresponding wave functions may be expressed as

single Slater determinants,

ΨA = |χ1 . . . χi . . . χNA
〉 and ΨB = |χ1+NA

. . . χj+NA
. . . χNA+NB

〉 , (5.61)

where

χ = αψ , (5.62)

are spin orbitals: the product of a spin function α or β and a spatial orbital ψ. The

interaction energy of the dimer is then evaluated relative to the energies of the isolated

molecules, EA and EB,

∆E =
〈ΨAΨB|ÂĤ |ΨAΨB〉〈

ΨAΨB

∣∣∣ ÂΨAΨB

〉 − EA − EB , (5.63)

where the ∆ emphasizes the energy change, Â is Dirac’s antisymmetrizing operator8

and Ĥ is the total Hamiltonian operator.

If the orbitals of molecules A and B are made orthonormal, the evaluation of

Equation (5.63) is straight forward. Nevertheless, if ∆E is to be expressed in terms

of the properties of molecules A and B, it is advantageous to preserve the original

orbitals.

8A is a linear operator that makes a wave function of electrons antisymmetric under the exchange
of the coordinates of any pair of electrons [187].
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The total Hamiltonian operator, Ĥ , is a sum of the Hamiltonians for molecules

A and B, plus the potential energy of interaction between A and B, denoted by V̂ :

Ĥ = ĤA + ĤB + V̂ . (5.64)

Introducing this expression for Ĥ in Equation (5.63) yields,

∆E =

〈
ΨAΨB

∣∣∣ Â(ĤA + ĤB

) ∣∣∣ΨAΨB

〉
〈

ΨAΨB

∣∣∣ ÂΨAΨB

〉 −EA−EB+

〈
ΨAΨB

∣∣∣ ÂV̂ ∣∣∣ΨAΨB

〉
〈

ΨAΨB

∣∣∣ ÂΨAΨB

〉 ; (5.65)

meaning that the change in total energy can be expressed in terms of the changes in

the internal energies of the molecules, plus a term accounting for the energy due to

the interaction:

∆E = ∆EA + ∆EB + E(V ) . (5.66)

It is usually assumed that ΨA and ΨB are eigenfunctions of their respective Hamil-

tonians,

ĤAΨA = EAΨA ; (5.67)

in order to eliminate the first two terms in the previous equation,

∆EA = ∆EB = 0 . (5.68)

The energy due to the interaction can be treated using density matrices and

employing a similar approach to that of Jeziorski et al. [162,188]:

E(V ) =

∫
d3r1 γ

A
int (1|1) ÛB(r1) +

∫
d3r1 γ

B
int (1|1) ÛA(r1)

+

∫ ∫
d3r1 d3r2

[
γA

int (1|1) γB
int (2|2)− γA

int (1|2) γB
int (2|1)

r12

]
+WAB ,

(5.69)

where WAB is the intermolecular nuclear repulsion, and ÛA is the potential due to the

nuclei in A. The density matrix of ΨA is written as

γA
int (1|2) = [α(r1)α(r2) + β(r1)β(r2)]

[∑
i∈A

∑
m∈A,B

Dmi ψ
?
i (r1)ψm(r2)

]
, (5.70)

with Dmi being an element of the matrix

D = (1 + S)−1 . (5.71)
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The S matrix is composed of intermolecular overlap integrals between the orbitals

of both molecules. The Pauli repulsion arises from terms in Equation (5.69) that

contain elements of S. Those elements are separated from the rest by rewriting the

matrix D as

D = 1− S (1 + S)−1 = 1 + P ; (5.72)

and the density matrix of Equation (5.70) as

γA
int (1|2) = γA

0 (1|2) + γA
xr (1|2) , (5.73)

where the first term on the right-hand side is

γA
0 (1|2) = [α(r1)α(r2) + β(r1)β(r2)]

[∑
i∈A

ψ?i (r1)ψi(r2)

]
; (5.74)

and the second is

γA
xr (1|2) = [α(r1)α(r2) + β(r1)β(r2)]

[∑
i∈A

∑
m∈A,B

Pmi ψ
?
i (r1)ψm(r2)

]
. (5.75)

The advantage of the procedure resulting in Equation (5.73) is that, by substitut-

ing γA
int (1|2) into Equation (5.69), it allows for separation of the interaction energy

into Coulumb and exchange terms:

E(V ) = Eelec(V ) + Exr(V ) . (5.76)

The Coulomb term is straight forward to evaluate as

Eelec(V ) =
〈

ΨAΨA

∣∣∣ V̂ ∣∣∣ΨBΨB

〉
, (5.77)

which depends exclusively upon γA
0 (1|1), γB

0 (2|2), and the intermolecular nuclear

repulsion, WAB.
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The remaining terms are collected in Exr(V ) and represent the Pauli repulsion

energy:

Exr(V ) =

∫
d3r1 γ

A
xr (1|1)

(
ÛB(r1) +

∫
d3r2

γB
0 (1|1)

r12

)
+

∫
d3r1 γ

B
xr (1|1)

(
ÛA(r1) +

∫
d3r2

γA
0 (1|1)

r12

)
+

∫ ∫
d3r1 d3r2

[
γA

xr (1|1) γB
xr (2|2)

r12

]
−
∫ ∫

d3r1 d3r2

[
γA

int (1|2) γB
int (2|1)

r12

]
.

(5.78)

Further simplifications of Equation (5.78) can be achieved if P is expanded as a

series in S,

P = −S + S2 − S3 + . . . , (5.79)

and truncated after the second term, yielding simplified exchange density matrices:

γA
xr (1|2) = −

 α(r1)α(r2)

+β(r1)β(r2)


∑
i∈A

∑
j∈B

Sij

 ψ?i (r1)ψj(r2)

−
∑
k∈A

Skj ψ
?
i (r1)ψk(r2)


 . (5.80)

These density matrices are then plugged into Equation (5.78).

As pointed out by Williams et al. [165] the terms resulting from the interchange

of a single pair of electrons between ΨA and ΨB are collected, by taking the product

ψiψj to be of order Sij and collecting all terms of order S2. Hence, using standard

integral notation, that is: 〈
i
∣∣∣ K̂j

∣∣∣ i〉 = 〈ij | ij〉 ; (5.81)〈
i
∣∣∣ Ĵj ∣∣∣ i〉 = 〈ii | jj〉 ; (5.82)

〈ij | kl〉 =

∫ ∫
d3r1 d3r2 ψ

?
i (r1)ψj(r1)

1

r12

ψ?k(r2)ψl(r2) ; (5.83)

Vij,A =

∫
d3r1 ψ

?
i (r1) ÛA(r1)ψj(r1) ; (5.84)
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the simplified expression for the exchange energy arising from the interaction becomes:

Exr(V ) =− 2
∑
i∈A

∑
j∈B

〈
i
∣∣∣ K̂j

∣∣∣ i〉

− 2
∑
i∈A

∑
j∈B

Sij


Vij,A + Vij,B

+
∑
k∈A

〈
i
∣∣∣ 2Ĵk − K̂k

∣∣∣ j〉
+
∑
l∈B

〈
i
∣∣∣ 2Ĵl − K̂l

∣∣∣ j〉


+ 2
∑
i∈A

∑
j∈B

Sij



∑
k∈A

Skj

(
Vik,B +

∑
l∈B

〈
i
∣∣∣ 2Ĵl ∣∣∣ k〉)

+
∑
l∈B

Sil

(
Vjl,A +

∑
k∈A

〈
j
∣∣∣ 2Ĵk ∣∣∣ l〉)

−
∑
k∈A

∑
l∈B

Skl 〈ik | lj〉

 .

(5.85)

The density matrix formalism can also be used to treat the internal energy terms

∆EA and ∆EB. Take for example ∆EA, the first term involving the internal Hamil-

tonian is calculated as

〈Φ|ÂĤA|Φ〉〈
Φ
∣∣∣ ÂΦ

〉 =

∫
d3r1 ĥA(r1′) γ

A
int (1′|1)

∣∣
1′→1

+
1

2

∫ ∫
d3r1 d3r2

γA
int (1|1) γA

int (2|2)− γA
int (1|2) γA

int (2|1)

r12

,

(5.86)

where, for shortness, Φ = ΨAΨB, as in Equation (5.60); and

ĥA = −1

2
∇2 + ÛA . (5.87)

To subtract the second term, EA, the result of Equation (5.73) is substituted into

Equation (5.86). Then, the sum of those terms that depend uniquely upon γA
0 equals

EA. The remaining terms correspond to the exchange energy contribution due to the

internal energy of A. The result is

∆EA =

∫
d3r1 ĥA(r1′) γ

A
xr (1′|1)

∣∣
1′→1

+

∫ ∫
d3r1 d3r2

γA
0 (1|1) γA

xr (2|2)− γA
0 (1|2) γA

xr (2|1)

r12

+
1

2

∫ ∫
d3r1 d3r2

γA
xr (1|1) γA

xr (2|2)− γA
xr (1|2) γA

xr (2|1)

r12

.

(5.88)
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An analogous expression can be derived for EB, using this methodology.

The simplified exchange-density matrices defined by Equation (5.75) are then

substituted into Equation (5.88), and into its analogous for EB. As before, collecting

all terms of order S2 yields:

∆EA + ∆EB =− 2
∑
i∈A

∑
j∈B

Sij


2Tij + Vij,A + Vij,B

+
∑
k∈A

〈
i
∣∣∣ 2Ĵk − K̂k

∣∣∣ j〉
+
∑
l∈B

〈
i
∣∣∣ 2Ĵl − K̂l

∣∣∣ j〉


+ 2
∑
i∈A

∑
j∈B

Sij



∑
k∈A

Skj

 Tik + Vik,A

+
∑
k′∈A

〈
i
∣∣∣ 2Ĵk′ − K̂k′

∣∣∣ k〉


+
∑
l∈B

Sil

 Tjl + Vjl,B

+
∑
l′∈A

〈
j
∣∣∣ 2Ĵl′ − K̂l′

∣∣∣ l〉



,

(5.89)

where Tij is the electronic kinetic energy due to ψiψj.

A great simplification of this equation is achieved by recognizing that all terms

necessary to form Fock matrices corresponding to HA and HB are present [189].

Therefore,

∆EA + ∆EB =− 2
∑
i∈A

∑
j∈B

Sij
(
FA
ij + FB

ij

)
+ 2

∑
i∈A

∑
j∈B

Sij

(∑
k∈A

SkjF
A
ik +

∑
l∈B

SilF
B
jl

)
.

(5.90)

Fortunately, the implementation of this expression in a computational chemistry pack-

age is straightforward.

Now, knowing the exchange energy contribution due to the internal energy of the

molecules, from Equation (5.90); and due to the interaction, from Equation (5.85),

Exr = ∆EA + ∆EB + Exr(V ) , (5.91)
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Equation (5.89) can be combined with Equation (5.85) to give the total exchange

repulsion energy:

Exr =− 2
∑
i∈A

∑
j∈B

〈
i
∣∣∣ K̂j

∣∣∣ i〉
+ 2

∑
i∈A

∑
j∈B

2SijFij

+ 2
∑
i∈A

∑
j∈B

Sij



∑
k∈A

Skj

(
FA
ik + Vik,B +

∑
l∈B

〈i | 2Jl | k〉
)

+
∑
l∈B

(
FB
jl + Vjl,A +

∑
k∈A

〈j | 2Jk | l〉
)

−
∑
k∈A

∑
l∈B

Skl 〈ik | jl〉

 .

(5.92)

However, in the EFP method, the LMO approximation is employed, requiring a series

of adaptations over the previous expression.

First, if the basis set is large enough to approach the complete basis set limit, the

MOs will approach the exact solution to

FAψi = εAi ψi , (5.93)

where the Fock operator of fragment A provides the exact eigenvalues of the MOs on

such fragment. This can significantly simplify the equations derived above since an

off-diagonal element of the Fock matrix which connects ψi on A with ψj on B can be

evaluated quite simply as

FA
ij = εAi Sij . (5.94)

That means that ∆EA and ∆EB on Equation (5.89) vanish. Take the example of

∆EA

∆EA = −2
∑
i∈A

∑
j∈B

SijF
A
ij + 2

∑
i∈A

∑
j∈B

Sij
∑
k∈A

SkjF
A
ik ≈ 0 . (5.95)

It has been shown that even for Gaussian double-ζ basis sets, such as 6-31+G(d,p),

the error introduced by this approximation is approximately 4% with respect to the

CBS extrapolation [163], and thus

Exr ≈ Exr(V ) . (5.96)
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Now, the interaction energy component Exr(V ) can be divided into three terms

based on their explicit S dependence. The first term in the intermolecular exchange

energy, depending on S0, can be estimated using the spherical Gaussian overlap (SGO)

approximation [190] in which,〈
i
∣∣∣ K̂j

∣∣∣ i〉 ≈ 2

√
−2 lnSij

π

S2
ij

Rij

, (5.97)

where Rij is the distance between the two MO centroids. Hence,

Exr

(
V ;S0

)
≈ −2

∑
i∈A

∑
j∈B

2

√
−2 lnSij

π

S2
ij

Rij

; (5.98)

and again, such approximation has been shown to produce negligible errors in the

total intermolecular exchange in the water dimer when LMOs are used.

The second term in the intermolecular exchange energy, depending on S1, can be

further simplified by rewriting the parenthesis on the second term of Equation (5.85)

as 
Vij,A + Vij,B

+
∑
k∈A

〈
i
∣∣∣ 2Ĵk − K̂k

∣∣∣ j〉
+
∑
l∈B

〈
i
∣∣∣ 2Ĵl − K̂l

∣∣∣ j〉
 ≈ (FA

ij + FB
ij − 2Tij

)
, (5.99)

which in turn allows for reformulation of the S1-dependent term as

Exr

(
V ;S1

)
≈ −2

∑
i∈A

∑
j∈B

Sij
(
FA
ij + FB

ij − 2Tij
)
. (5.100)

Substituting Equation (5.94) on the previous expression yields:

Exr

(
V ;S1

)
≈ −2

∑
i∈A

∑
j∈B

Sij
[
Sij
(
εAi + εBj

)
− 2Tij

]
, (5.101)

and given that LMOs satisfy the more general self-consistent field equations

Fψi =
∑
k

λikψk , (5.102)

where

λik =

 εi if i = k ,

Fik if i 6= k ;
(5.103)
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then, Equation (5.101) becomes:

Exr

(
V ;S1

)
≈ −2

∑
i∈A

∑
j∈B

Sij

(
−2Tij +

∑
k∈A

FA
ikSkj +

∑
l∈B

FB
jlSil

)
. (5.104)

Simplification of the third term in the intermolecular exchange energy, depending

on S2, requires an approximation to the exchange-density matrices of Equation (5.80):

γA
xr (1|2) ≈ −

 α(r1)α(r2)

+β(r1)β(r2)

∑
i∈A

∑
j∈B

Sij

 ψ?i (r1)ψj(r2)

−Sij ψ?i (r1)ψi(r2)

 , (5.105)

where all the off-diagonal terms i 6=k have been neglected. Such assumption simplifies

the second and (more importantly) the third terms of Equation (5.92) considerably:

Exr(V ) ≈− 2
∑
i∈A

∑
j∈B

〈
i
∣∣∣ K̂j

∣∣∣ i〉

− 2
∑
i∈A

∑
j∈B

Sij


Vij,A + Vij,B

+
〈
i
∣∣∣ K̂i

∣∣∣ j〉+
∑
k∈A

〈
i
∣∣∣ 2Ĵk ∣∣∣ j〉

+
〈
i
∣∣∣ K̂j

∣∣∣ j〉+
∑
l∈B

〈
i
∣∣∣ 2Ĵl ∣∣∣ j〉



+ 2
∑
i∈A

∑
j∈B

S2
ij


Vii,B +

∑
l∈B

〈
i
∣∣∣ 2Ĵl ∣∣∣ i〉

+Vjj,A +
∑
k∈A

〈
j
∣∣∣ 2Ĵk ∣∣∣ j〉

−〈i | Jj | i〉

 .

(5.106)

Since the integrals on the third term of the previous expression are multiplied by

the square of the MO overlap, a simple model of these integrals may be sufficient to

represent Equation (5.106). Noting that all integrals in the previous expression can

be modeled with classical electrostatics at long separations, the parenthesis on the

third term can be approximated by


Vii,B +

∑
l∈B

〈
i
∣∣∣ 2Ĵl ∣∣∣ i〉

+Vjj,A +
∑
k∈A

〈
j
∣∣∣ 2Ĵk ∣∣∣ j〉

−〈i | Jj | i〉

 ≈


−
∑
J∈B

ZJ
RiJ

+ 2
∑
l∈B

1

Ril

−
∑
I∈A

ZI
RIj

+ 2
∑
k∈A

1

Rkj

− 1

Rij


, (5.107)
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yielding the expression for the S2-dependent portion of the exchange energy (where

Z denotes the atomic number, equivalent to the nuclear charge):

Exr

(
V ;S2

)
≈ 2

∑
i∈A

∑
j∈B

S2
ij



−
∑
J∈B

ZJ
RiJ

+ 2
∑
l∈B

1

Ril

−
∑
I∈A

ZI
RIj

+ 2
∑
k∈A

1

Rkj

− 1

Rij


. (5.108)

Finally, the three components are added up:

Exr ≈ Exr

(
V ;S0

)
+ Exr

(
V ;S1

)
+ Exr

(
V ;S2

)
; (5.109)

therefore, the EFP XR energy expression reads:

Exr =− 2
∑
i∈A

∑
j∈B

2

√
−2 lnSij

π

S2
ij

Rij

− 2
∑
i∈A

∑
j∈B

Sij

(
+
∑
k∈A

FA
ikSkj +

∑
l∈B

FB
jlSil − 2Tij

)

+ 2
∑
i∈A

∑
j∈B

S2
ij


−
(∑
J∈B

ZJ
RiJ

)
+ 2

(∑
l∈B

1

Ril

)
−
(∑
I∈A

ZI
RIj

)
+ 2

(∑
k∈A

1

Rkj

)
− 1

Rij

 ;

(5.110)

where i, j, k, and l are LMOs; I and J are nuclei; S and T are the intermolecular-

overlap and kinetic-energy integrals, respectively; and F is the intramolecular Fock

matrix.

The previous expression can be rearranged to explicitly show the pairwise XR

energy contribution of each pair of LMOs:

Exr =
∑
i∈A

∑
j∈B



−4

√
−2 lnSij

π

S2
ij

Rij

−2Sij

(
+
∑
k∈A

FA
ikSkj +

∑
l∈B

FB
jlSil − 2Tij

)

+2S2
ij


−
(∑
J∈B

ZJ
RiJ

)
+ 2

(∑
l∈B

1

Ril

)
−
(∑
I∈A

ZI
RIj

)
+ 2

(∑
k∈A

1

Rkj

)
− 1

Rij




. (5.111)
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In practice, the overlap and kinetic-energy integrals are calculated on-the-fly be-

tween each pair of LMOs on different fragments A and B, and the intramolecular-

Fock-matrix elements are precalculated during the parametrization process.

In summary, the XR energy in EFP is derived from the exact HF expression for

the Pauli repulsion of two closed-shell molecules. Truncating the sequence at the

quadratic term in the intermolecular overlap, and applying the infinite basis set and

spherical Gaussian overlap approximations [190], leads to the expression for the XR

energy of Equation (5.110) [162,163].

5.4 Preparation of EFP Fragment Parameters

One of the most important advantages of the newest version of the EFP method

is that fragment parameters can be generated for any type of molecule on which a

HF calculation is attainable. Such parameterization process has been standardized

for any general fragment in the GAMESS package [191] under the RUNTYP keyword:

MAKEFP.

This procedure is required for each unique type of fragment present in a system.

For instance, if a system contains only one type of fragment, the parameters from ab

initio gas phase calculations need to be computed only once, and can be stored for

future jobs that involve the same type of fragment.

5.4.1 Protocol of Parametrization Implemented in MAKEFP

Briefly, a MAKEFP run produces a set of parameters for a type of fragment. Elec-

trostatics parameters contain data for a set of point multipoles obtained from an ab

initio electronic density of the isolated fragment using the DMA of Stone. This is

done expressing the molecular wave function, often computed with HF, in a Gaussian

basis set. Then, spherical multipole expansions are calculated at the centers of the

Gaussian basis function products. As explained in Section 5.3.1, these multipoles

are translated to the EFP expansion points, atomic centers and bond midpoints, and

truncated after the 4th term. The screening parameters for damping functions are
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computed using a fitting procedure, once for every type of fragment. The procedure

optimizes the screening parameters so that the sum of the differences between the ab

initio Coulomb potential and the screened EFP electrostatics potential is minimized.

The polarization parameters involve the LMO centroids and polarizability tensors.

The LMOs are obtained with the Boys localization procedure based on the ab initio

electronic density. Polarizabilities are obtained from a coupled-HF calculation as the

derivatives of the dipole moment with respect to electric field.

The dispersion parameters for a given fragment include the coordinates of the

LMO centroids and, for each LMO, the sets of traces of the dynamic polarizability

tensors obtained at 12 frequencies corresponding to the Gauss-Legendre quadrature

intervals. Dynamic polarizabilities can be computed using TD-HF.

The XR parameters comprise the elements of the Fock matrix and the LMO orbital

coefficients, LMO basis set, and the LMO centroids for each type of fragment. These

parameters are extracted from a HF calculation followed by the orbital localization

procedure, ordinarily performed with the Boys method.

5.4.2 MAKEFP Control Options

The MAKEFP keyword contains a series of options that control the generation of the

EFP parameters from the wave function of a single monomer. A sample input of an

MAKEFP run is provided in Appendix H. Generation of parameters can be achieved us-

ing restricted and restricted-open shell HF, although the latter lacks implementation

of some options.

The parametrized potential of a fragment consists of: coordinates of atoms; co-

ordinates of the multipolar expansion points, typically located on atoms and bond

midpoints; distributed multipole moments, up to octopoles; electrostatic screening

parameters; coordinates of LMO centroids; static and dynamic polarizability tensors

at LMO centroids; the wave function and Fock matrix elements in the LMO basis;

and the atomic labels of the species contained in the fragment.
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According to GAMESS documentation, multipole moments for electrostatics are

always generated, and by default all additional terms are generated too, unless the

options NOPOL, NODISP, NOEXREP, or NOCHTR are turned on in the $EFRAG input group,

to ignore these terms.

A string of up to 8 letters identifies the fragment and is controlled by the option

FRAG. For instance, WATER, BENZENE, or CH3OH are valid labels. By default unspecified

labels are filled with the string FRAGNAME, which may be hand edited after the MAKEFP

run.

The parameters employed by damping functions are controlled by the SCREEN

options: a flag to generate screening information for the multipole electrostatics. If

the parameterization is carried out with restricted HF, this option is set on by default.

However, it has not been implemented for restricted-open shell HF parameterizations.

In addition, there are three types of screening functions. SCREEN1 indicates the use of

a Gaussian screening of the form A/eBr
2

for the distributed multipoles, which account

for charge-charge penetration effects. SCREEN2 activates exponential screening of the

form A/eBr, which is the most common EFP-EFP screening. SCREEN3 signals the use

of screening terms of the form A/eBr for the distributed multipoles, which account

for high-order penetration effects. In this case, higher terms include charge-charge, as

for SCREEN1 or SCREEN2, but also charge-dipole, charge-quadrupole, and dipole-dipole

and dipole-quadrupole terms.

The generation of dipole polarizabilities is managed by the POL option, which by

default is set on. An alternative methodology that allows for faster generation of

polarizabilities in large molecules can be utilized through the related option POLNUM

belonging to the $LOCAL group, which enforces numerical rather than analytical cal-

culation of the polarizabilities.

The generation of dispersion, exchange repulsion, and charge transfer parameters

are governed by the DISP, EXREP, and CHTR, respectively. These options are also

set true by default. It should be noted, though, that the generation of dispersion

parameters has not been implemented for restricted-open shell HF parameterizations.
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As the implementation of EFP in GAMESS explicitly accounts for CT effects,

there is another option CTVVO that manages what type of charge transfer data is

generated. If set .FALSE. means all canonical virtual orbitals are used. If set .TRUE.,

as by default, valence virtual orbitals (VVO) will be created, by forcing VVOS in

$SCF group to be on. The VVOs are many fewer in number, so the charge transfer

calculation is greatly accelerated.

5.4.3 Library of Precomputed Fragments

There are a few known tricks to improve the quality of the parameters derived

from MAKEFP calculations. For example, better results are achieved employing ge-

ometries of small fragments optimized using MP2/cc-pVTZ. Also, EFP calculations

run more efficiently when the explicit charge transfer term is omitted, and implicitly

treated by parameterizing the electrostatics and screenings with a minimal basis set.

Therefore, electrostatic multipoles and damping coefficients are usually obtained em-

ploying the HF/6-31+G(d), whereas all other parameters are computed with HF/6-

311++G(3df,2p) when omitting the charge transfer term. Additionally, in QM/EFP

calculations, polarization damping parameters can be controlled to improve stability

with a minor impact in accuracy; and simplified water models, with a smaller number

of multipole point, may be used for improved computational efficiency.

However, the common user is usually unaware of these details. Therefore, to sim-

plify EFP calculations and make the method more accessible, a library of standard

fragments with precomputed potentials has been developed. The idea is to avoid the

need of performing MAKEFP calculations for simple fragments. This ever-growing li-

brary contains potentials for common solvents, ions, DNA bases, amino-acid residues,

etc., and it is maintained at:

https://github.com/ilyak/libefp/tree/master/fraglib/databases
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5.5 Range of Applicability of the EFP Method in Classical Simulations

Once the parameters for all types of fragments in a chemical system are made avail-

able, the next step is to perform the actual EFP run. There are several implementa-

tions of the method. The original implementation is contained in the GAMESS pack-

age. Since 2013, Kaliman and Slipchenko [192] have implemented the EFP method in

a stand-alone parallelized library called LibEFP. This library comes together with a

molecular simulation package called EFPMD, that is capable of performing dynamic

simulations. Additionally, LibEFP offers the flexibility to be interfaced with most

computational chemistry packages. Current versions of Q-Chem, Psi4, and NWChem

contain the LibEFP library embedded.

LibEFP features single point energy and analytical gradient calculation; geome-

try optimizations with the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-

BFGS) optimizer; MD in the microcanonical (NVE), canonical (NVT), and isobaric-

isothermal (NPT) ensembles; semi-numerical Hessian and normal mode analysis; and

simulation of periodic systems, among other functionalities.
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6. THE MELTING TEMPERATURE OF WATER
WITH THE EFFECTIVE FRAGMENT POTENTIAL

6.1 Introduction

In this chapter, the thermodynamic equilibrium between water and ice is explored

using MD with the EFP method (EFP-MD). Important characteristics of the EFP

water model are discussed in connection with the time evolution of the energy and

average properties, such as pair-correlation functions and densities. The melting

point of the EFP ice is calculated analyzing the evolution of the total energy along

simulations with constant temperature and pressure in the NPT ensemble at different

temperatures.

6.1.1 Motivation

Molecular simulations based upon theoretical models are essential in explaining

the properties of water with microscopic detail [193]. A great number of in silico

studies simulate liquid water under standard ambient conditions, investigating the

properties of both water as a homogeneous liquid and as a solvent [194]. Water is the

molecule for which the greatest number of potential models have been proposed [195].

Yet capturing its complexity at the molecular scale is a challenge, a task that relies

on both classical and quantum descriptions of intermolecular interactions.

In life and physical sciences, water plays a central role in the stabilization of

biomolecules and acid-base chemical reactions [14]. In addition, insight on the basic

mechanisms of ice formation are crucial in the understanding of environmental prob-

lems, as well as atmospheric phenomena [196]. Numerous relevant physicochemical

experiments are carried out in water, at standard ambient conditions of temperature

and pressure.
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However, many classical water models are not adequate for the study of low-

temperature systems because they overlook non-pairwise-additive effects; and quan-

tum methods are limited to molecular systems of small dimensions. The correct

description of the phase diagram of water is an important test for any model [197].

It is challenging, whether the method is based upon electronic structure or classical

mechanics [3]. Even small errors in capturing the phase diagram of water with a

particular model can result in an incorrect phase sampling when performing ambient

temperature simulations [198]. Theoretical methods that can accurately account for

the diverse types of intermolecular interactions existent in water are required.

6.1.2 Background

From the point of view of classical simulations, modeling the ice-liquid interface is

particularly challenging [199]. This test gauges the quality of the force field. Ideally,

water models must adequately capture the intermolecular interactions in all three

relevant phases: ice, liquid, and vapor. For certain applications, it is essential to

elucidate the phase behavior of water at tropospheric temperatures ranging from 188

K to 330 K [200]. If ions are present in the solvent, simulations become much more

challenging, as in addition to the forces between water molecules they require a correct

description of the water-solute interactions.

In the most frequently used models, water is represented as a rigid molecule with a

fixed geometry, partial charges on the atoms (or additional sites), and a Lennard-Jones

site on oxygen to treat the intermolecular van der Waals attraction and repulsion [201].

The most popular force fields of this kind are SPC [202], SPC/E [203], TIP3P, and

TIP4P [204]. However, these simple models tend to be inaccurate in estimating the

melting point of ice at standard pressure with temperatures of 190.5 K [205], 215

K [206], 146 K [205], and 230 K [206], respectively.

The above models often fail to reproduce important regions of the phase diagram.

Consequently, large efforts have been devoted to the development of models capable

of correctly describing the properties of water over a large range of phase variables.
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Within the framework of the simple rigid point charge models, several new poten-

tials, including TIP5P [207], TIP4P-Ew [208], TIP4P/2005 [209], TIP4P/Ice [210],

and NvdE or NE6 [211], have recently been designed and tested over a broad range

of temperatures, pressures, and phases. Being parametrized specifically to improve

thermodynamical accuracy, these simple models can achieve melting points that are

remarkably close to the experimental, 273.15 K [194]. In their respective order, their

melting temperatures have been determined at: 272.5 K [212], 243.5 K, 250 K, 270

K [205], and 289 K [213]. Still, it is clear that there are limits to what can be achieved

using rigid, non-polarizable models [194].

A prominent limitation of the models with constant point charges is the inability

to redistribute the charge as a reaction to variations in local electrostatic fields [214].

A series of polarizable water models have emerged trying to correct this shortcoming.

They mainly differ in the way the polarizability of a molecule is modeled, the number

of sites, and other aspects (i.e. structural flexibility) [194]. The most recent and

frequently used models are the fluctuating charge models such as TIP4P-FQ50 [215]

or its TIP5P-based variants [216,217]; the charge-on-spring or Drude oscillator models

[218, 219]; the point dipole models, such as POL3 [220] and the Dang-Chang model

[221]; and the mobile charge densities in harmonic oscillators (MCDHO) model [222].

However, as a trade off of the thermodynamical correctness gained by the inclusion of

polarizability, usually these models tend to deviate in determining the melting point.

For instance, the TIP4P-FQ50 water model melts at 303 K [223] and POL3 at 180

K [194].

With recent advances in force field method developments, now classical force fields

can be parameterized with ab initio calculations as an alternative to fitting the pa-

rameters to empirical data [3]. Examples of popular force fields generated by fitting

parameters to quantum mechanical calculations include iAMOEBA [224], TTM3-

F [225], WHBB [226, 227], and MB-Pol [228–230]. The iAMOEBA and TTM3-F

potentials predicted melting temperatures of 261 K [224] and 248 K [194], respec-
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tively, demonstrating that this type of approach offers an acceptable compromise

between theoretical formality and practical accuracy.

In addition there are polarizable methods in which the parameters are derived

directly from ab initio calculations, requiring no empirical fitting. The EFP method

belongs to this category. It is special in the sense that it is a fully ab initio-derived

polarizable force field by design [149].

While significant progress in DFT-based MD has been made in the recent years,

the computationally affordable functionals, such as PBE and BLYP, yield a melting

temperature that is excessively high, usually above 400 K [231,232]. Applying disper-

sion corrections significantly improve the description of intermolecular interactions,

reducing the melting temperature to 350 K in the case of BLYP-D [233]. Although

promising, this is still a computationally expensive approach with limited applicabil-

ity. Thus, polarizable force fields currently represent an important tool with a large

potential to improve the description and understanding of molecular systems.

6.2 Theory

The purpose of the study presented in this chapter is to explore the water-ice

thermodynamic equilibrium using EFP-MD. In particular, it is aimed to determining

the melting temperature of the EFP water model.

6.2.1 The Solid-liquid Equilibrium in Water

Above the melting point, a molecule in the liquid phase has a lower chemical

potential than a molecule in the solid phase. When ice melts, water molecules convert

from solid to liquid, where their chemical potential is lower, so ice shrinks. Below

the melting point, molecules in the ice phase have a lower chemical potential, so ice

grows. At the exact temperature of the melting point, the chemical potentials in

water and ice are the same; therefore ice neither grows nor shrinks, and the system

is in equilibrium.
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Studying such phenomena in silico is extremely challenging. Determining the

chemical potential for a liquid is a straight forward task in simulations. However,

one of the main difficulty lies in the determination of the chemical potential of the

solid phase, which is extremely susceptible to the conformation the molecules adopt.

Besides, due to the extremely complex many-body behavior of water and to the

stochastic nature of crystal nucleation and growth, MD simulations of bulk water

below the melting point generally produce super-cooled liquid, and not ice. To study

the process of water freezing, or melting, alternative methodologies of simulation must

be applied.

6.2.2 The Direct Coexistence Method

The direct coexistence method is one of the schemes to determine the melting

point of a water model, and it was developed mainly from the work of Hoover and

Ree [234]. In the direct coexistence approach, the simulation model is built putting

solid and liquid in direct contact, with the intention of facilitating the phase-transition

process. There are several variations of the method, but the one used in this particular

study is illustrated in Figure 6.1.

It starts building a periodic-boundary box containing ice. The ice structure is

aligned with the face corresponding to the secondary prismatic 12̄10 plane of ice Ih

pointing toward the +z direction. The 12̄10 plane of ice Ih is its fastest growing face.

The box shape must have a vanishing total dipole moment, to avoid an antenna-like

effect in which the system is polarized by construction.

Once the ice box has been created, another box with the same dimensions is filled

out with an equivalent amount of liquid water molecules. If the box is large enough,

usually this is simply accomplished by generating a random initial conformation. In

smaller boxes, the liquid must be firstly equilibrated in the microcanonical ensemble

using short time steps, for a short time, and then re-equilibrated normally in the

canonical ensemble at the desired simulation temperature. Periodic-boundary condi-

tions (PBC) in every direction should be employed. In very small boxes, it might be
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(a) Ice and liquid water PBC-boxes.

(b) Joined PBC-box with ice and liquid water.

(c) Equillibrated sample of water on a PBC-box.

Figure 6.1. Schematic representation of the direct coexistence method.

impossible to generate a box of liquid with the same exact dimensions of the ice box.

In that case, the molecules must be accommodated by keeping the xy-face dimensions

fixed and slightly varying the z -dimension of the box. Again, the total dipole moment

of the system must be as close to null as possible. This procedure results in a sample

of liquid water containing the same number of molecules as the ice box.

The next step is to join the boxes together by putting their xy faces in contact,

as depicted in Figure 6.1(b). Joining the boxes implies that while the x- and y-



111

dimensions remain unmodified, the z-dimension of the joint box equals the sum of the

z-dimension of the ice box plus the z-dimension of the water box. It also implies that

the periodic boundaries are redefined in relation to the dimensions of the joint box.

As some molecules of the liquid may be too close to the ice, the liquid must go through

a three-step re-equilibration keeping the geometry of the ice fixed. The first two steps

are equal to those described in the previous paragraph: an NVE equilibration to avoid

system instabilities due to close contacts between molecules, especially between the

ice block and the liquid molecules; and then a standard NVT equilibration under the

desired temperature conditions. The third stage involves an NPT equilibration in

which the pressure is set to standard conditions and the barostat is allowed to variate

only the z-dimension of the joint box, while the x- and y-dimensions remain constant.

Once this procedure is completed, the system is ready for the production run.

At this point, the ice molecules are set free to move and the system is allowed to

evolve in time for a production run under the NPT ensemble with PBC. Once the

production run is concluded, the total energy of the system is analyzed along the

trajectory. Based on the behavior of the total energy, important information about

the equilibrium can be extracted.

On the one hand, when performing MD simulations with the NPT ensemble at a

sufficiently high temperature, if the total energy increases persistently with time, it

implies that the thermostat is providing energy to the system. In other words, heat

is being transferred from the universe to the system. Therefore, it can be assumed

that the ice is melting. Usually, the last few layers of ice melt faster, and once the ice

block is depleted, the system should reach an equilibrium again within a short lapse.

After this moment, if the system is stable under the NPT ensemble, the total energy

should reach a plateau, indicating that the ice block has completely melted, meaning

that this simulation is performed above the melting point.

On the other hand, if the temperature is low enough, the total energy of an NPT

system should generally decrease with time, implying that the thermostat is absorbing

energy from the system. Thus, it can be assumed that the ice block is growing and
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liquid water is freezing. Again, if all the liquid is frozen, a plateau would show up

on a plot of total energy against time, indicating that the system has reached the

equilibrium. In this case, this means that the simulation ran below the melting point

of water.

In both cases, the rate at which the total energy changes along the trajectory is

an indicative of how close the temperature of the simulation is to the melting point

of the water model employed. If the energy increases or decreases rapidly during the

initial part of the trajectory, the system is far from the melting point. If the energy

changes are small enough to be masked by the thermal fluctuations of the system at

equilibrium, the simulation temperature is closer to the melting point. This is because

the difference between the theoretical melting point and the simulation temperature

limits the heat exchange rate between the system and the thermostat. Therefore,

the accuracy of the melting temperature of a water model determined through direct

coexistence depends mainly on the length of the production run.

The advantage of the direct coexistence method is that it is straightforward to

determine if the system is freezing or melting in short simulations. This is achieved

simply by analyzing the average slope of a total NPT energy along the trajectory [234].

A rough estimate of the range of temperatures at which the melting point is located

is easy to obtain. Considering that in MD simulations complete melting is easier

to achieve than complete freezing, it is advisable to start the determination of the

melting point with simulations at high temperature, reducing it until the point where

the total energy starts decreasing in time [212].

6.3 Computational Details

With the intention of determining the melting point of the EFP water model

under standard pressure conditions, MD simulations are performed. All the results

presented in this chapter are gathered using the direct coexistence method. The

procedure is carried out as described above with minor modifications, mostly due to
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software and hardware limitations. Those differences are explained in detail in this

section.

Executing MD simulations with polarizable force fields is computationally de-

manding [193]. The EFP method is no exception. Simulation times in top-benchmark

machines for systems of hundreds of atoms can take tenths of thousands of times

longer with respect to simple classical force fields. That is a limiting factor when

choosing a methodology to determine the melting point of EFP water, even when

using the direct coexistence method. Hence, when preparing the simulation, the first

obvious consideration is the system size. Second, the length of the time steps and

of the whole trajectory. Consequently, an alternative methodology, summarized in

Figure 6.2, is designed and presented in the following paragraphs.

In the first step, a cuboid box containing 128 water molecules is prepared by

orienting the structure of ice Ih with the 12̄10 face towards +z. This is done extracting

a 128-molecule ice cube out of a 432-molecule crystal structure in Protein Data Bank

(PDB) format. The dimensions of the resulting box are 14.760 Å × 15.656 Å × 18.072

Figure 6.2. Schematic representation of the methodology of this study.
Colors correspond to simulation steps involving the liquid (red), the
ice (blue), and both (purple).
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Å, in x, y, and z, respectively. This box is then cloned into a separate PDB file to

create the ice box, which is stored for the forthcoming stages of the process.

The process continues by converting the resulting box, extracted out of an ice

structure, into a liquid sample. The general idea of this process is similar to the

description provided in Section 6.2.2. Nevertheless, due to the cost of EFP-MD

simulations, some adaptations are required to make this procedure more efficient.

Instead of using EFP, the more efficient TIP4P/Ice water model is used. Thus,

the classical MD package GROMACS 5.0 [235] is employed to equilibrate the 128-

water box in the NVE ensemble. In this preparatory run, periodic boundaries are

enforced: Coulomb potentials are range-separated at 7.2 Å, employing the Particle

Mesh Ewald method [236] for the long-range regime; and van der Waals interactions

are truncated at 7.2 Å, with switching functions acting at 6.7 Å. In addition, the

average-kinetic-energy velocity-Verlet integrator [237] is set to operate at short steps

of 0.1 ns, for a total time of 1 ns. Remaining options are set by default. The

purpose of this equilibration stage is to randomize the orientation and position of the

water molecules and, at the same time, produce a more stable conformation than the

highly ordered Ih ice to proceed with the next steps. Once concluded, the resulting

conformation is the starting point for several trajectories: The following steps must

be repeated for each temperature of simulation.

The next step consist of a longer NVT equilibration stage, also run with the

TIP4P/Ice water model in GROMACS 5.0. Again, periodic boundaries are employed

with the same treatment for electrostatics and van der Waals interactions. This time,

the integrator runs for 10 ns, at steps of 1 fs. In this case, the Berendsen thermo-

stat [238] holds the reference temperature for the complete system, with a coupling

constant of 0.1 ps. Initial velocities are read from the final frame of the previous

NVE equilibration. Results at six different reference temperatures are presented in

this chapter: 330 K, 360 K, 365 K, 375 K, 390 K, and 405 K. This step and the

following are performed once at each temperature. The idea of this NVT run is to

serve as an auxiliary equilibration to subsequent a NVT equilibration with the EFP
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method: a well NVT-equilibrated system may help shorten the NVT equilibration

with the EFP model [192], which is highly demanding.

The remaining stages of the process are carried out using the EFP method. The

water fragment used in this chapter is retrieved from the EFP library of potentials.

In particular, this water potential employs a geometry determined at the MP2/cc-

pVTZ level of theory. The electrostatic parameters are derived with the 6-31+G*

basis set, whereas the 6-311++G(3df,2p) basis set is employed for polarization, dis-

persion, and exchange repulsion. Charge transfer is not explicitly considered in this

model, and its rather implicitly modeled with the minimal basis set-derived electro-

statics parameters. DFT, with the PBE functional, is used in the parameterization

of polarization; and as customarily, HF is employed for electrostatics, dispersion, and

exchange repulsion parameters.

After reformatting the output of the last TIP4P/Ice run to the EFP model, the

next step is to carry out a NVT equilibration with the EFP water model. The EF-

PMD molecular simulation package is employed for all the subsequent simulations.

EFPMD is provided with LibEFP [192], a stand-alone library with a full implemen-

tation of the EFP method. PBC with a box of equivalent dimensions to those of

the previous step, are used in the simulations with EFPMD. Similarly, the cutoff

distance for fragment-fragment interactions is set to 7.2 Å. The overlap scheme [169]

is employed to damp electrostatics and dispersion interactions, whereas the Tang and

Toennies approach [186] is used for polarization. In EFPMD, rigid body MD with

the scheme by Dullweber et al. [239] is used to integrate the rotational motion of the

fragments; while the velocity Verlet algorithm is employed to integrate translational

motion of fragments. In this case, the integrator runs for 1 ns, at steps of 2 fs. The

Nosé-Hoover thermostat [240] controls the temperature at the same reference value

set since the previous step. Likewise, the temperature relaxation time parameter is

set to 1 ps. Random initial velocities are assigned to fragments using a Gaussian

distribution. Velocity magnitudes are chosen so that the initial temperature of the

system is approximately equal to the target simulation temperature. This NVT equi-
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libration intents to stabilize the system to run dynamics with the EFP method at the

reference temperature.

Once the EFP-MD NVT equilibration is completed, the cloned ice box is retrieved

and reformatted to the EFP model. Then, both boxes, the cloned ice box and the

final configuration of the previous step, are joint together. The xy face of the water

box is put in contact with the 12̄10 face of the ice box, as shown in Figure 6.3. The

joint box contains 256 water molecules: 128 of ice Ih, and 128 of liquid equilibrated at

the corresponding reference temperature. The new box dimensions are set to: 14.760

Å × 15.656 Å × 36.144 Å, in x, y, and z, respectively. The system now resembles

the state described by Figure 6.1(c).

Ideally, as indicated in the scheme of Figure 6.2, the following step would have been

an NPT equilibration, under equivalent conditions to the production run, performed

with the coordinates of the ice box frozen. This step would have improved the stability

of the production run by allowing the liquid to relax and adapt to the presence of the

ice box. However, due to the lack of a coordinate freezing functionality in EFPMD

at the time the simulations were carried out, this is not done in this work.

Figure 6.3. Unitary cell of the system after joining the ice and liquid water boxes.



117

Instead, an EFP-MD NPT production stage is performed. The settings chosen for

this step are analogous to the previous. Periodic boundaries with the dimensions of

the new joint-box are used with the same cutoff distance of 7.2 Å. Damping schemes

are treated identically, and the integrator works with the same algorithms. The

unmodified reference temperature is kept by the Nosé-Hoover thermostat, with a

matching coupling constant. However, this time initial velocities are read from the

last frame of the NVT equilibration trajectory. Additionally, as this is an NPT

simulation, the Hoover barostat, as described by Melchionna et al. [241], is employed

to hold the pressure at 1.0 bar, with a pressure relaxation time parameter of 10 ps.

Adjustment of the volume of the box is allowed to variate only on the z-dimension.

In this case, the integrator runs for 500 ps, at steps of 2 fs. Production output was

written every 200 fs, providing the trajectories analyzed in the next section. A short

sample input is provided in Appendix I.

6.4 Results

The thermodynamic equilibrium between liquid water and ice is probed looking

at four aspects of the production trajectories. The time-evolution of the total energy,

the conformation of the ice, the RDF, and density dependence on the temperature

are analyzed in detail in this section.

6.4.1 Time-evolution of the Total Energy

The analysis starts by monitoring the total energy, that is the sum of the kinetic

and potential energies. In this simulations, the potential energy includes electrostat-

ics, polarization, dispersion, and exchange-repulsion terms. If the system is above the

melting point the ice cube melts, whereas if the system is at a temperature below the

melting point the liquid water freeze. As explained in Section 6.2.2, freezing produces

a general decrease in the total energy, as opposed to melting which increases the total

energy.
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Figure 6.4. Time evolution of the total energy of the system along the trajectory.

Figure 6.4 shows the evolution of the total energy for six production runs at

temperatures ranging from 330 K to 405 K. Chronologically, higher temperature

simulations at 405 K, 390 K, 375 K are run first. Knowing that the melting point

of some water models is located above 400 K it is decided that the first simulations

would start at 405 K, reducing the temperature by 15 K for the next simulation,

until the melting point is reached.

In the upper curves, with temperature ranging from 375 K up to 405 K, the energy

gradually increases as the time evolves, implying that the ice is melting. However,

after the fourth simulation, at 360K, the energy clearly decreases along the trajectory.

The next simulation at 330 K, corroborates this behavior. Therefore, an additional

trajectory is prepared and run at 365 K.

The analysis of this last trajectory reveals ice melting. An additional trajectory

is started at 363 K. However the analysis of the initial 250 ps does not clearly
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show if the energy is increasing or decreasing. This is because irregularities are more

evident when close to the coexistence temperature. Hence, as it lacks relevancy, this

trajectory is disregarded in this analysis. Inspection of the data compiled in Figure

6.4, clearly shows that the melting point of the EFP water model falls within the

range of 360 K to 365 K.

6.4.2 Visual Analysis

The analysis proceeds with an inspection of the trajectories, performed in VMD

1.9 [242], revealing a few interesting observations. The most relevant features are pre-

sented in the snapshots of Figure 6.5. The snapshots on the left column, correspond

to the trajectory at 360 K; those on the right, are extracted from the production run

at 365 K. The top row, shows the initial conformation, the middle row compares

both systems at the 75 ps frame, and the bottom row exhibits the last frame of the

trajectories.

First, looking at the bottom row, it is obvious that the last frame at 365 K shows

a completely melted water sample, while the one at 360 K shows no clear indication

of melting. It would be a leap to affirm that the system is freezing according to that

last frame on Figure 6.5(e), albeit the ice block appears to be one layer larger. The

result at 360 K is not ambiguous. It should be reminded that, in MD simulations,

freezing is a much more complex phenomena to capture than melting. Then, it is

plausible that the system is freezing, as the time evolution of the energy indicates,

but the ice is growing a slow-enough rate that is difficult to perceive with such a short

trajectory.

Second, the middle row displays a relatively early frame of both trajectories. While

in the snapshot at 360 K there are no signs of melting, the system at 365 K reveals

a highly disarranged structure that hardly resembles ice. This observation points out

that, even at 365 K, melting of the ice block occurs relatively fast. Visual inspection

of the other trajectories above the melting point show complete melting by the 200
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(a) 0 ps at 360 K. (b) 0 ps at 365 K.

(c) 75 ps at 360 K. (d) 75 ps at 365 K.

(e) 500 ps at 360K. (f) 500 ps at 365K.

Figure 6.5. Representative snapshots sampling the time evolution of
the configuration of the system along the trajectory.

ps frame, at latest. This is probably related to the size of the simulation box: the ice

block contains only a few layers.

Third, in all cases, trajectories with a generally increasing total energy display

complete melting, whereas in those where the energy decreases do not show signs of

melting. In other words, Figures 6.4 and 6.5 show congruent results, validating the

utility of the direct coexistence method for this particular water model.
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6.4.3 Radial Distribution Functions

A structural analysis founded on the pair correlation function between oxygen

atoms in the EFP water model is presented below. The RDF, gαβ(r), is a type of

a pair correlation function that describes the orientation-normalized probability of

finding a particle, of a given type, at a certain distance from a reference particle. For

a system containing Nα particles of type α, and Nβ particles of type β, the RDF is

defined as

gαβ(r) =
1

NαNβ

Nα∑
i

Nβ∑
j

〈δ (|rij| − r)〉 , (6.1)

where the angled brackets signify a time average, δ denotes the Dirac delta func-

tion, |rij| is the magnitude of the separation vector between particles i and j, and r

represents the average distance between particles in an ideal gas distribution.

The O-O RDF computed for trajectories at different reference temperatures are

compiled in Figure 6.6. All oxygen atoms in the system are considered in these

trajectories. In practice, it is difficult to determine which molecules belong to ice and

to liquid, therefore analyzing RDF of each is extremely involved. The colors match

those of Figure 6.4, and additionally, the experimental RDF of water at 273 K is

shown in black [243].

Figure 6.6 supports the observations aforementioned in the previous sections. On

the one hand, the RDF of simulations at temperatures higher than the melting point

are less structured, noisier, with shallower valleys and lower peaks. These are man-

ifestations of liquid behavior. On the other hand, the RDF at temperatures lower

than the melting point are more structured, sharper, with deeper valleys and higher

peaks; resembling a more ordered behavior, as expected due to the presence of the

solid.

Furthermore, when comparing against the experimental RDF, the features of the

EFP curves seem to be displaced to longer separations. If the first peak of the black

curved is compared to that of all other curves, even in the case of the RDF containing
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Figure 6.6. Oxygen-oxygen RDF of the EFP water model at the
simulated temperature and comparison with the reference.

ice in the system, the EFP peaks are displaced by approximately 0.2 Å. This indicates

that the potential is more repulsive than it should.

6.4.4 Density as a Function of Temperature

The information extracted from the statistical analysis of the density along the

trajectory is presented here. A candlesticks plot with whisker bars was chosen to

comprise the statistical information of all the trajectories in one plot. As this type of

plot is atypical in the literature, a basic explanation is provided first.

As the schematic in Figure 6.7 shows, the shaded area is bound by the minimum

and maximum values of the density along one trajectory. The arithmetic mean is

marked by the black horizontal line, accompanied by candlesticks, centered on the

median, representing the standard deviation. The whisker bars mark the lower and
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Figure 6.7. Schematic representation of the statistical analysis.

higher quartiles, meaning that 50% of all measurements are contained within these

bars. The colors on each candlestick correspond to those of the previous figures, and

the trajectory at each temperature is summarized in one candlestick.

Figure 6.8 comprises the statistical analysis of the density. Several observations

are made. One, the density of the system is directly related to the volume of the

periodic box at each step of the trajectory, therefore the total range of the density

shows an ample variation.

However, the density of EFP water around the melting point is higher for the

liquid than for the ice; two. This is in good agreement with the expectation of a

decent water model, meaning that the EFP model correctly captures the differences

in packaging of liquid water and ice.

Three, the density in the EFP water model around its melting point is lower than

that of the experiments. In other words, the water fragments are more separated than

they should be in the thermodynamical region close to the equilibrium. This supports

previous indications that the EFP method produces potentials that are slightly too

repulsive at close distances.
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Figure 6.8. Statistical analysis of the density at different simulation temperatures.

6.5 Summary

Three important conclusions are derived from this work. The melting point of the

EFP water model is located between 360 K and 365 K. The pair correlated func-

tions between oxygens in the region close to the ice-liquid equilibrium show features

displaced to longer separations in EFP model with respect to experimental measure-

ments. And, the density of EFP water around the melting point is higher for water

than for ice, as is expected. The following discussion provides a possible explanation.

Interaction energies between fragments are slightly overestimated with the EFP

model. There is evidence of too strong hydrogen bonding in water. Flick et al. [244]

demonstrated an overbinding of approximately 0.8 kcal/mol in the EFP water dimer,

due to this effect. Stronger hydrogen bonds require additional energy to be broken,

therefore pushing the melting temperature to values that are too high.
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Interestingly, equilibrium distances in EFP water are also overestimated. Peaks

in the RDF of EFP are displaced to longer distances, and densities are lower than

the reference. It should be reminded that the computationally-expensive CT term

is omitted in this water potential, and instead it is replaced with an electrostatics

term with parameters derived with a smaller basis set. Stronger electrostatics usually

overcomes well the lack of charge transfer. However, at short range the Pauli repulsion

prevails, keeping the fragments apart from each other. At short separations, the

fragment potential becomes too repulsive.

This study provides arguments to explore practical and efficient ways to include

charge transfer in EFP-MD. It also opens the door to a wider exploration of the ice-

liquid equilibrium. The inclusion of solutes, to investigate their effect on the melting

point would be a good place to start. The simulations in this work are not aimed at

understanding the effects of the size of the box. However, it would be an important

check to perform. There is also the possibility to run longer trajectories to study the

freezing process. An study of the impact of each EFP energy term on the melting

temperature could also be of general interest.
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7. COMPUTATIONAL EFFICIENCY OF MOLECULAR DYNAMICS
WITH THE EFFECTIVE FRAGMENT POTENTIAL METHOD

7.1 Introduction

The EFP method is a systematic approach to describing intermolecular inter-

actions in an efficient yet rigorous way [245]. EFP is a quantum mechanical based

potential that can be thought of as a non-empirical polarizable force field [177]. Hence,

the method is applicable in the field of MD simulations [246]. In this chapter, the

computational cost of electrostatic, polarization, dispersion, and exchange-repulsion

energies and analytic gradients of EFP is analyzed in small clusters of water, simu-

lated under the microcanonical ensemble. Based on these results, it is concluded that

the computational bottleneck of EFP-MD lays in the calculation of the XR energy.

7.1.1 Motivation

The EFP method was motivated by an investigation on how to simplify the de-

scription of environment effects in quantum mechanical calculations [162]. Therefore,

it naturally emerged as a QM/MM methodology in which the classical region involves

complex many-body effects [166].

When compared to semi-empirical and quantum mechanical methods, the EFP

method provides an excellent description of the interaction energy [247]. The EFP

method is capable of achieving high chemical accuracy and, at the same time, it

is computationally more efficient than QM methods; thus it can be applied to a

wider range of chemical systems [248]. And, even though its main focus was initially

different, the EFP method also offers the possibility to be used as a classical potential

to simulate molecules in motion [176].
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The computational cost of a method is especially relevant for MD. To simulate

the evolution of time, the integration of equations of motion is done iteratively in

cycles that usually involve thousands or millions of repetitions. At every step, the

execution time is determined by the computational efficiency of the computational

method [199]. Therefore, more complex methods are limited in applicability.

In addition to the benefits mentioned previously, the EFP method has numerous

advantages when employed as a force field in MD simulations. For instance, its pa-

rameters can be derived directly from ab initio calculations, making it systematically

improvable and highly transferable [166]. It allows for explicit account of the most

relevant short- and long-range intermolecular interactions [248]. And it describes

polarization, including many-body effects [149].

However, by current standards, EFP-MD simulations are still considered compu-

tationally demanding. This is especially true when compared to MD simulations per-

formed with classical force fields. Hence, the analysis of the computational efficiency

of each of the energy components of the EFP method is of significant importance for

molecular modeling.

7.1.2 Background

The MD trajectories calculated for determination of the melting point of the

EFP water model, presented in Chapter 6, serve as an initial comparison of the

computational demands of EFP-MD against a simpler model such as OPLS [249].

In that example, analogous calculations were performed with the TIP4P/Ice water

model, in GROMACS, and with the EFP water model, in LibEFP/EFPMD.

The general specifications of those simulations are:

• 16 CPUs (2 × 8-Core Intel Xeon-E5) + 32 GB of RAM

• 256 water molecules.

• Isothermal-Isobaric ensemble

• Periodic-boundaries box: 15 Å × 15 Å × 36 Å
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• Nosé-Hoover thermostat

• Parrinello-Rahman (GROMACS) vs. NPT Hoover barostat (EFPMD)

• Non-bonded interactions cutoff: 7.2 Å

• 500 ps at 2 fs per step, totaling 250,000 steps.

While GROMACS is capable of achieving about 1,000 ns/day under these con-

ditions, LibEFP/EFPMD is able to complete only about 0.1 ns/day, in terms of

simulated time per wall time. In other words, ruling out any comparison in regard to

accuracy, an EFP-MD simulation is about four orders of magnitude more demanding

than the simpler MD force field OPLS, in that particular system. Hence, the question

is: where is the computational bottleneck in EFP-MD?

7.2 Theory

Standard classical force fields generally express the potential in terms of bonded

and non-bonded interactions [199]. Usually, bonded interactions involving two, three,

and four next-neighbor species are considered explicitly within the bonded potential,

whereas all other interactions fall in the non-bonded potential. This non-bonded term

is typically split in electrostatics and van der Waals interactions; and most traditional

force fields usually stop at that level of detail [201].

As the bonded interactions have a clear cut-off reaching up to the fourth covalently-

bonded neighbors, their computational complexity is low, with approximately linear

scaling in terms of the number of atoms in the system [14]. The real cost of classi-

cal force fields arises from the non-bonded interactions, especially the electrostatics

term [250]. Coulomb potentials decay with the inverse of the separation between

species, and in some applications Coulomb interactions are still relevant at distances

as long as 25 Å [251]. Thus, long-range interactions are often the bottleneck of clas-

sical MD simulations.

When the EFP method is employed as a force field, fragments are assumed to be

internally rigid. Therefore, no bonded interactions are considered, and the internal
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energy is neglected [153]. The non-bonded potential is thus effectively composed of

the EFP energy terms. Long-range interactions are captured through explicit terms

for electrostatics, polarization, and dispersion effects; whereas short-range forces are

given by explicit modeling of exchange repulsion (and charge transfer).

Inspecting the theory behind each of the energy terms of the EFP method, as

implemented in LibEFP, there are several clues that point to exchange repulsion, as

the most intricate [149]. However, the computational cost of the EFP-MD energy

contribution has not been formally addressed so far. Consequently, a methodology to

explore the relative computational demands of each energy term of the EFP method

is presented in the following section.

7.3 Computational Details

The objective is to analyze the computational cost of each EFP energy term in-

dependently to find where the computational bottleneck of EFP-MD simulations is.

LibEFP features a functionality to choose which of the energy terms should be com-

puted when performing an EFP calculation. There is a caveat: the polarization term

depends on the electrostatic field due to static multipoles that is computed during

the execution of the electrostatics term. Therefore if the polarization term is to be

computed, the electrostatics term is also computed by default [192]. Otherwise, the

electrostatics, dispersion, and exchange repulsion can be computed individually by

switching off the calculation of all the other terms. Therefore, the main idea behind

this methodology is that by timing the computation of short EFP-MD trajectories

calculated using exclusively one energy term, it allows to compare its relative com-

putational cost against that of the other terms.

A key element to this comparison is that the time required by the EFPMD code

to setup each step of the calculation should be essentially independent from the

computation of all energy terms. Several hardware considerations are made in that

regard. To minimize the impact of computer architecture and parallel execution on

timings, all calculations are executed on a single node, employing a single CPU, on
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Figure 7.1. Spherical water cluster including 128 fragments.

the same machine, with equivalent amounts of memory, and writing to disk at each

step.

In addition, software is also controlled carefully. For example, the calculation

of damping functions is avoided. This is impractical in the case of the polarization

term: as the polarization is calculated self-consistently, if no screening is applied,

a polarization catastrophe occurs sooner or later [180]. Necessarily, the Gaussian-

type screening approach is employed. Likewise, periodic boundaries are not utilized,

because they imply the need to calculate cut-offs. Accordingly, the microcanonical

ensemble is used, avoiding the use of temperature or pressure coupling techniques.
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As in many cases EFP calculations include water fragments, small clusters of

water are used as model system. These clusters, such as the one exhibited in Figure

7.1, comprise a minimum of 4 and up to 1,024 water fragments. The water potential

employed in these simulations is equivalent to that used on Chapter 6.

For each system size, trajectories are computed switching one energy term on,

exclusively. Three simulations are carried out for each energy term, starting from

different random initial conformations; and 10 ps are simulated in 100,000 steps of

0.1 fs each. As these trajectories are run with only one of the terms switched on,

and all other terms switched off, they are inherently unstable; particularly in the

case of polarization and exchange repulsion. To remedy this situation, the time steps

are made extremely short and the total lapse of execution is also short. Reference

trajectories are computed with the full potential, under equivalent conditions. A total

of 105 trajectories are computed and analyzed in this study.

7.4 Results

The computational demands of EFP-MD are analyzed and decomposed into each

of its energy contributions, based upon trajectory timings. These timings are studied

in detail in this section.

Total execution wall time, for each energy contribution and for the total potential,

is plotted against the number of water fragments on Figure 7.2. The color code

convention for this plot is: electrostatics timings are shown with orange squared data

points, polarization in green circles, dispersion in blue triangles, exchange repulsion

in red flipped triangles, and the full-EFP potential in black diamonds.

Fitting the timings of the total potential on Figure 7.2 to a parabolic curve results

in a unitary squared correlation coefficient. This indicates that the computational

scaling of these EFP-MD simulations is O(N2), where N is the number of fragments

in the system. The squared correlation coefficient of the parabolic fit for electrostatics

and dispersion is also unitary, whereas the one for exchange repulsion and polariza-



132

0

4

8

12

16

20

24

28

0 128 256 384 512 640 768 896 1024

W
al

l T
im

e 
[1

06  s
]

Number of Fragments

Electrostatics
Polarization

Dispersion
    Exchange-Repulsion

Total

Figure 7.2. Execution times comparison for small water clusters of
several sizes: all energy contributions scale with the square of the
number of fragments.

tion is above 0.99. Therefore, under the conditions of these simulations, all energy

contributions scale as O(N2).

Figure 7.3 is produced rearranging the timings data, exploiting the squared de-

pendence on the number of fragments, on a base-10 logarithmic y-axis and a base-2

logarithmic x-axis. The same color code of Figure 7.2 is utilized. None of the lines

on Figure 7.3 ever cross, evincing that the relative computational cost of each term

is similar at different system sizes. In all cases, the XR term is the most expensive,

followed by the polarization, electrostatics, and dispersion terms, respectively.

In addition, the exchange repulsion (red) line is always close to the total potential

(black) line. This implies that most of the computational cost of the full potential
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trajectories lays in the execution of the exchange repulsion routines. Namely, the

computational bottleneck of EFP-MD is in the calculation of the XR energy.

Now, taking the timings of the full-EFP trajectories as a reference, the relative

cost of each of the energy components is calculated proportionally, as a percentage.

These results are displayed in Figure 7.4. Note that, as a consequence of incontrollable

factors such as the preparation time, or the time required to compute polarization

screenings, which may have an impact on the timings, the sum of all proportions

may not give exactly 100%. Still these proportions provide a good estimation of the

relative cost of each term, and serve as a semi-quantitative metric for comparison.

Figure 7.4 shows that the exchange-repulsion computational cost is usually greater

than 75%, while that of polarization, the second most expensive term, is often less
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than 25%. This is an indication that exchange repulsion is roughly three times more

expensive than polarization, the second most demanding contribution.

As explained in Section 5.3, the calculation of the exchange-repulsion energy in-

volves on-the-fly computation of the the overlap and kinetic-energy integrals between

each pair of LMOs on all fragments. These integrals run over all space, and require

the use of the spherical Gaussian overlap approximation [190]. Even though the wave

function is precalculated during the parametrization process, this procedure is still

quite convoluted, explaining why this term is so computationally expensive [149].

The polarization energy requires an iterative procedure to calculate the induced

dipoles of each fragment. In this iterative procedure the induced dipole of each
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fragment is adjusted self-consistently to account for the changes of the static and

induced fields due to the other fragments [177]. Reaching self-consistency becomes

more difficult as the size of the system increases, which is evident in Figure 7.4. Also,

unless screenings are employed to modulate the polarization response, the iterative

procedure is unstable and tends to produce a polarization catastrophe; adding more

complexity to the calculation of the polarization energy. Moreover, the static field

depends on the electrostatic potential, given by the multipole expansions employed

in the calculation of the electrostatics energy term. Therefore, polarization cannot

be untangled from the calculation of the electrostatic potential [192]. These three

characteristics contribute to make polarization the second most expensive term to

compute.

Oppositely, the dispersion energy term requires computation of the dispersion coef-

ficients and fragment separations. Although the computational cost of measuring the

separation between fragments can become more difficult in larger systems, it is often

inexpensive. Besides, the dispersion coefficients are calculated on-the-fly between all

pairs of dispersion points on all fragments, using a 12-point Gauss-Legendre quadra-

ture [167]. The algorithms employed for such purpose usually run efficiently [149].

That explains how the dispersion energy is the least computationally demanding.

While the exchange repulsion decays exponentially with respect to fragment sepa-

ration, polarization interactions decay as 1/R3. Consequently, the exchange repulsion

vanishes at shorter separations than polarization. It is therefore possible to alleviate

the relative cost of the exchange repulsion in large systems by implementing cut-offs

and switching functions for the XR energy term.

7.5 Summary

Switching off all but one of the energy terms of the EFP force field, EFP-MD

trajectories are performed and timed. Small clusters of water ranging from 4 to

1,024 fragments are employed as model systems. Timings for each energy contribu-

tion across all system sizes are analyzed concluding that the scaling of EFP-MD
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calculations depends on the square of the number of fragments. The exchange-

repulsion energy is the most computationally expensive of all, being at least three

times more demanding than polarization, the second most convoluted contribution

to compute. EFP-MD calculations could be made more efficient if the cost of the

exchange-repulsion energy term would be reduced. Hence, this investigation moti-

vates the search for alternative methodologies to compute the exchange repulsion

energy more efficiently.
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8. EXPLOITING THE TIMESCALE SEPARATION OF ENERGY
CONTRIBUTIONS TO ACCELERATE MOLECULAR DYNAMICS

IN THE EFFECTIVE FRAGMENT POTENTIAL METHOD

8.1 Introduction

This chapter presents a theory development that exploits the inherent timescale

separation between energy contributions of the EFP method to accelerate MD simu-

lations. It is verified that XR interactions are mildly dependent on molecular orien-

tation, and evolve slowly with respect to the other types of interactions considered in

the EFP method, as implemented in LibEFP/EFPMD. Therefore, a Taylor expan-

sion, updated intermittently, can be used to estimate the XR force. These findings

offer the possibility to improve the efficiency of EFP-MD simulations in small- and

medium-sized systems.

8.1.1 Motivation

Chapter 7 concluded that the most demanding energy contribution in EFP-MD is

the XR term. This is because the XR energy depends on the calculation of elements

of the overlap integrals matrix, and these integrations are highly convoluted [149].

This makes the XR energy at least three times more expensive to compute than

polarization, the next most intricate energy term.

However, if the relative cost of the exchange repulsion could be reduced, the

execution of EFP-MD trajectories might be accelerated; making EFP-MD simulations

more broadly applicable. Therefore, this study seeks an answer on how to make EFP-

MD simulations more efficient.
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8.1.2 Background

The EFP method, as implemented in LibEFP, is defined through the expression for

the potential energy, which includes four explicit terms: electrostatics, polarization,

dispersion, and exchange repulsion [192]. Thus, the total potential energy is written

as:

V EFP = Eelec + Epol + Edisp + Exr . (8.1)

This expression is identical to that of Equation (5.3), and a detailed description of

each term was provided in Section 5.3.

The EFPMD code calculates the gradient of the previous expression, which pro-

vides the force due to the potential,

FEFP = −∇V EFP . (8.2)

Likewise, the gradients of each contribution to the total potential energy provide the

forces due to the corresponding type of interaction. Those forces are components that

add up to the total force,

FEFP = Felec + Fpol + Fdisp + Fxr . (8.3)

In the same way, the total force acting on a fragment i can also be decomposed into

each type of interaction.

8.2 Theory Development

In 1978, Streett et al. [252] designed a multiple time-steps methodology which

allows for extended times between updates of slower forces in a MD simulation. This

methodology has progressed since and it was implemented for the Verlet algorithm in

1991 by Grübmuller et. al. [253]. Since then, it has been applied to numerous current

dynamics methods [254, 255]. The idea is that by grouping fast- and slow-evolving

forces acting on fragment i,

Fi = Ffast,i + Fslow,i , (8.4)
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two (or more) time steps, of different lapses, are used to integrate the equations of mo-

tion in systems governed by continuous potential functions. Applying this technique,

computing speeds are increased by factors of three to eight over conventional MD in-

tegration methods in simulations of fluids, with only marginal increases in computer

storage [252].

According to the observations made throughout Chapter 7, the most computa-

tionally demanding term is the XR energy. Assuming that the time-evolution of the

XR force is much slower than that of any other terms,

dFelec

dt
,
dFpol

dt
,
dFdisp

dt
� dFxr

dt
, (8.5)

the EFP forces may be separated by grouping fast evolving forces,

FEFP
i = (Felec,i + Fpol,i + Fdisp,i) + Fxr,i , (8.6)

and leaving the XR force aside as the slowest evolving force,

FEFP
i = Ffast,i + Fxr,i , (8.7)

where

Ffast,i = Felec,i + Fpol,i + Fdisp,i . (8.8)

Then, the time evolution of the fast-evolving forces can be calculated exactly at

every sub-step, of length ∆t , while the time evolution of the slow-evolving force,

namely the exchange repulsion, can be estimated with a Taylor expansion using the

information available at the initial step, t0,

Fslow,i(t0 + k∆t) = Fslow,i(t0) + F′slow,i(t0)
k∆t
1!

+ ...+ F
(m)
slow,i(t0)

(k∆t)m

m!
, (8.9)

and explicitly recalculated every n-th step, with sub-steps k = 1, 2, . . . , n − 1; as

illustrated in the scheme of Figure 8.1.

The theory of multiple time-steps has several advantages if applied to EFP-MD.

First, it is in principle generalizable to any number of forces, because it only requires

an adequate grouping of forces and careful selection of their time steps. In this case,
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(a) Standard integration.

(b) With a multiple time-step implementation of the theory of timescale separation.

Figure 8.1. Illustration representing the idea of the multiple time-step
theory of timescale separation. In the example of (b), by separating
the time evolution in multiple time-steps polarization (green) is calcu-
lated at every step, whereas the exchange repulsion (red) is calculated
every five steps and estimated in all other steps

it has been formulated to avoid recalculation of the XR energy. But it may be applied

to the more intricate CT term, when implemented on LibEFP/EFPMD, or, if the

system allows it, it might be used for the polarization term too.

Timescale separation methods have proven useful in reducing the computational

cost of MD simulations by a factor of three to eight, in small or medium systems [252].

However, in large systems, it is probable that the implementation of cut-off distances

for expensive interactions provides a better way to accelerate MD computations. Still,

a one-third reduction in the computational cost of the exchange repulsion is just what

is required to make it as efficient as polarization.

Besides, no additional hardware resources are required, except for a small increase

in memory use, due to the storage of XR gradients required for the Taylor expansion

[254]. Therefore, the computational requirements of a timescale-separated EFPMD

simulation are similar to those of a standard run, extending the range of applicability

of the EFP method in MD.
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Finally, a basic implementation of the theory of timescale separation in EFPMD

may be easily parallelized.

8.3 Computational Details

By exploiting the inherent timescale separation between each of the EFP energy

contributions, EFP-MD simulations could be accelerated. However, that idea works

under the assumption that the forces due to the exchange repulsion can be separated

from the other components of the EFP force. Such separation of forces is applicable

only if the time-evolution of the separated force shows slower fluctuations.

A methodology that can illustrate how the energy components of EFP-MD evolve

in time must be formulated to test that idea. Consequently, EFP-MD simulations

are performed in LibEFP/EFPMD employing the full potential energy. The model

system is a small sphere-like water cluster containing 8 water fragments, as shown

in Figure 8.2. The trajectories are computed in the microcanonical ensemble. No

PBC are applied. The overlap scheme is used to compute damping functions for all

Figure 8.2. Small cluster of water including 8 fragments.
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terms. 1 ns of simulation is carried out at steps of 2 fs. Analysis of the trajectory is

performed only over the last ps of simulation.

8.4 Results

The total EFP energy during the final 1 ps of the trajectory described above

is decomposed into each of its energy contributions. On the one hand, the time

evolution of the electrostatics and polarization potentials are plotted superimposed

on Figure 8.3. The x-axis in this plot shows the trajectory in time, on the bottom,

and in steps, on the top. The left y-axis in orange gives the scale for the electrostatics

energy, whereas the right y-axis in green shows the scale for the polarization energy.
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These scales have been chosen in a way that both curves maximally superimposed,

to compare their characteristics.

Both curves on Figure 8.3 show very similar features. Oscillations in the electro-

statics energy are a bit more sudden, while the evolution of the polarization energy

looks slightly smoother. However, both curves seem to follow each other for the most

part. This behavior points out that electrostatics and polarization evolve similarly in

time.

As explained in Section 5.3, calculation of the polarization energy requires the

multipole expansions computed with the electrostatics energy term. This is because

the static field acting on a fragment depends on the electrostatic potential of all

other fragments [162]. Therefore, the electrostatic and polarization potentials are

intrinsically connected, explaining why the variations of both are related and share

similar periods.

The fastest oscillations in electrostatics and polarization interactions elapse about

5 to 10 fs, and are visible in Figure 8.3 around 0.1 ps. This period is within the same

order of magnitude of experimental measurements of typical vibrations of hydrogen

bonds in liquid water. Visual analysis of the trajectory in VMD 1.9 reveals that one

kind of molecular motion is mostly responsible for these fast oscillations. A hydrogen

atom in the middle of two oxygens, bridged by a hydrogen bond, vibrates in and out

of the vector connecting both oxygens, as depicted in Figure 8.4. This hydrogen-bond

vibration-like mode is the fastest motion in the system, determining fluctuations in

the electrostatics and polarization potentials.

Why do electrostatics and polarization energies evolve similarly? By construc-

tion, both types of potential are strongly dependent on the orientation of the interac-

tions [149]. Both energy contributions can variate significantly when the interacting

multipoles on different fragments rotate with respect to each other, especially when

the geometry of the fragments is far from spherical. This hydrogen-bond motion re-

flects that characteristic: small variations on the orientation of water dimers produce
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Figure 8.4. The hydrogen bond vibration is the fastest motion deter-
mining fluctuations in the electrostatics and polarization potentials.

the most important features in the time evolution of the electrostatics and polariza-

tion energies.

The time evolution of the dispersion and XR energies are plotted on Figure 8.5.

The left y-axis in blue gives the scale for the dispersion energy, whereas the right y-

axis in red shows the scale for the XR energy. Again, both curves on Figure 8.5 show a

resembling behavior. In this case, the oscillations in the XR energy are sharper, while

the dispersion energy looks much smoother. Similar to electrostatics and polarization,

both curves on Figure 8.5 seem to follow each other. These observations indicate that

dispersion and the exchange repulsion also evolve similarly in time.

Why do dispersion and the exchange repulsion evolve similarly? The dispersion

coefficients are isotropic by construction, therefore diminishing the impact of molec-

ular orientation on the dispersion energy [167]. Besides, the XR energy is calculated

utilizing a representation of the wave function approximated with spherical Gaussian

functions [162]. It appears that in the case of these water clusters, the XR energy

is mildly dependent on orientation, too. Therefore, both energies depend more on

translational, rather than rotational, degrees of freedom.

Now comparing Figures 8.3 and 8.5, dispersion and the exchange repulsion show

longer periods of oscillation than electrostatics and polarization. It seems logical that

the pair of energies with stronger dependences on orientation would evolve faster,

considering that the fastest movement involves rotational oscillations of two water

fragments. This observation is of significant importance, because it implies that the
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Figure 8.5. Comparison of the time-evolution of dispersion (blue) and
the exchange repulsion (red). The fastest period elapses about 15 to
20 fs.

theory of timescale separations can be applied to reduce the computational cost of

the exchange repulsion in water systems.

Finally, on Figure 8.6 each energy contribution is presented as a shaded area along

the trajectory analyzed. First, it is obvious from this plot that electrostatics and

the exchange repulsion have the largest absolute contributions to the EFP energy.

In addition, electrostatics is negative, whereas the exchange repulsion is positive,

meaning that the latter cancels out a significant portion of the former. Second, the

fluctuations of the electrostatic energy are faster, and its absolute contribution is

the most significant. Therefore it can be affirmed that the electrostatic forces are the

main driver of the dynamics in EFP water. This affirmation is supported by observing
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that the features of the black line on Figure 8.6, exhibiting the total potential energy

of EFP, follow closely those of the orange curve, showing the electrostatics energy.

These effects are evident in small water clusters. However, different chemical

systems may be driven by different types of intermolecular interactions. It is assumed

that water is probably the most important model system, and thus no other systems

are explored in this study. Nevertheless, internal consistency of the theory should be

verified using other model systems, different than water. Good candidates for this

tests are methane, benzene, and alcohol clusters; and their corresponding mixtures

with water.

8.5 Implementation

An implementation of the multiple time-step theory of timescale separation would

be based on Equation (8.9). If the code is written in the LibEFP library, it would

require the creation of a keyword to enable the multiple time-step integration of the

equations of motion for different energy terms. Instead of receiving a boolean values,

such keyword, enable multi time steps [xr [pol [disp [elec]]]], could receive

as arguments, the labels of the energy terms that would be computed with different

time steps, i.e. elec, pol, disp, or xr.

Then, a keyword to specify the time step for each energy term would need to be

created, for example: time step xr <value> or time step pol <value>. To sim-

plify the following explanations, from now on the XR term will serve as the example of

separated time step calculations. These time-step keywords would receive the length

of their separated time steps as an argument: ∆t on Equation (8.9), in femtoseconds.

By default this value should be exactly the same as the one assigned as argument

of the time step <value> keyword. The separated time step must meet two condi-

tions: it cannot be shorter than the fastest time step, and it must be a multiple of the

fastest time step. If the forces of more than one EFP term are separated, then the

slowest time step must be a multiple of the other separated time step. For instance,

1 fs, 2 fs, and 4 fs.
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clearly visible in the total energy. Electrostatics is the main driver in
EFP water dynamics.

There are two alternatives to the implementation of the enable multi time steps

[xr [pol [disp [elec]]]] keyword. The first one is to use it with a boolean ar-

gument, enable multi time steps [true|false]. In this case, if set true, those

energy terms with unspecified time steps should take by default the value given as

argument of the time step <value>, unless a different value is specified by the user

through the time step xr <value> statement.

The second alternative is to use the time step xr <value> keyword only. This

may be the most elegant option. In this case, the value of time step xr (and the
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keywords corresponding to the other energy terms) is set by default to 0 or false,

meaning that the exchange repulsion will be integrated using the fastest time step.

Otherwise, if time step xr <value> is set to a value different than 0, then such

value is the length of the separated time steps in femtoseconds.

Once a way of inputting the ∆t , of Equation (8.9), is devised, the next stage

involves the implementation of Equation (8.9). In principle, the Taylor expansion

could be truncated at the first term, which means that the XR forces and torques

are calculated at the first step and then left invariant for the length of the separated

time step. Therefore, the storage of the forces and torques of the separated force,

namely those of the exchange repulsion, would be required. Once stored they could

be re-utilized at every fast step, until the end of the separated time step.

This implementation can be tested by comparing the analytic and numerical evo-

lution of the separated energy and the total energy along a short trajectory. Such

test could be carried out first on a helium dimer, where forces are more important

than torques. A second test system would be the molecular hydrogen dimer, in which

torques are already important. For more intensive tests, and for validation of the

multiple time-step theory of timescale separation, water and methane clusters could

be employed.

8.6 Summary

The discoveries gathered by this study prove that there is an inherent timescale

separation between contributions to the EFP energy in water simulations. Evidently,

dispersion and XR interactions have a longer periods of oscillation than electrostatics

and polarization. The hydrogen-bond vibration is the fastest motion determining

variations in the evolution of the electrostatics and polarization energies.

It is therefore implied that EFP-MD simulations can be accelerated by estimat-

ing the XR energy intermittently. The description of a possible implementation of

the timescale separations theory for EFP-MD simulations in LibEFP/EFPMD is dis-
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cussed. Once implemented, internal consistency of the theory should be verified using

other model systems, different than water.
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9. SUMMARY

This thesis addressed challenges in modern molecular modeling from two distinct

theoretical perspectives: DFT and the EFP method. In the three chapters follow-

ing the introduction, important problems in the field of DFT, such as the accurate

description of charge transfer, dispersion, and excitation energies, were studied.

An assessment of how several functionals capture ground-state charge transfer and

predict charge distributions in the lithium-benzene complex was presented in Chapter

2. This model system illustrated how the interplay of approximate functionals and

charge-distribution schemes impacts the description of charge transfer resulting into

drastically different qualitative interpretations depending on the combination of both.

Ground-state charge distributions display sharp features when state crossings oc-

cur. In spite of the existence of a state crossing that induces charge transfer in the

model system, the crossing occurred in the repulsive region of the interaction curve,

leaving the equilibrium region unaffected in hybrid functionals and HF. However, the

equilibrium region was incorrectly described by pure functionals PBE and BLYP as

a consequence of a crossing with an artificial state. Therefore, standard hybrid func-

tionals were more useful in describing charge transfer in the lithium-benzene complex,

because the gap is widened when the proportion of HF exchange is increased, eliminat-

ing the existence of the spurious state affecting pure functionals. Widening of the gap

was a consequence of the stabilization of the occupied MOs and the destabilization

of the virtual MOs.

While modeling state crossings is prone to errors when using single-reference meth-

ods, high computational cost might hinder the use of multi-reference or excited-state

methods for larger systems relevant in materials science. This study motivated the
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quest for more rigorous functionals capable of describing CT phenomena, or alterna-

tive computational schemes.

Chapter 3 treated the topic of dispersion in DFT. An overview of the current

alternatives to include dispersion in standard functionals was presented. Among

them, one of the most rigorous is the model by Tkatchenko and Scheffler: a pair-wise

dispersion correction that depends on the chemical environment and polarizability

of each atom. In the TS-vdW model the environment dependence is derived from

Hirshfeld partitioning of the electron density. A detailed description of this method,

previously unavailable in the literature, was presented.

An implementation of the TS-vdW correction was introduced and explained as

well. The TS-vdW library is a portable C code that can be connected to different

materials-modeling packages. The software has several advantages. The execution

is independent from the basis functions. It uses the density as its unique input.

It can be interfaced with different materials-modeling packages in a simple manner.

The dispersion correction can be added after the total energy is obtained or applied

self-consistently. The gradient of the van der Waals energy is also implemented,

allowing for geometry optimization and MD simulations. The standard scaling of

DFT calculations is unaffected by the TS-vdW correction.

Several aspects of this work could be further explored in future research. The

dispersion energy, potential, and gradients were studied and implemented. However,

the inclusion of the van der Waals Hessian is important for frequency calculations and

thermochemistry. In addition, the implementation of the many-body dispersion model

could prove useful. Another important step would be the efficient parallelization of

the library. Finally, this modular implementation was meant to be interfaced with

other computational chemistry packages. NWChem, Psi4, Q-Chem, and GAMESS

were proposed as good candidates.

Two types of approximated functionals for excitation energies were introduced in

Chapter 4. One, a mostly unexplored class of LDA-based, one-parameter, standard-
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hybrid approximations; the other, a completely-new family of LDA-based, three-

parameter, range-separated-hybrid approximations.

Initial examination of these adiabatic functionals showed promising results for

linear-response properties. The LDA0 and LDA1 models proved that non-local ex-

change corrections to the LDA can produce excitation energies comparable to func-

tionals such as PBE0 or B3LYP. Excitation energies of the CAM-LDA0 functional

were comparable to those of CAM-B3LYP, with the advantage of a reduced com-

putational cost due to faster a convergence of the self-consistent field procedure.

Although, an assessment of the description of geometries in the excited states with

these functionals remains undone, the results gathered suggest that a portion of non-

local exchange is a dominant factor for the enhancement of excitation energies over

generalized gradient corrections.

In principle, different chemical systems require different amounts of non-local HF

exchange, which could motivate further work on transforming the parameters into

purely ab initio quantities. It was suggested that discretion and insight by the user

are required to properly set up the correct amount of exchange, and related quanti-

ties. Such judgment could be enriched by knowledge deduced from reliable ab initio

calculations and experimental measurements.

Chapter 5 transitioned to the EFP method and provided an inclusive, fully-

detailed, and up-to-date description of the method. The final three chapters above

this summary engage important challenges in the vastly unexplored field of EFP-MD:

the determination of the melting point of the EFP water model, analysis of the com-

putational cost of MD simulations with the EFP method, and alternatives to achieve

better efficiency when performing these simulations.

In Chapter 6 the melting point of the EFP water model was determined in the

range between 360 K and 365 K, as a result of an exploration of the the thermody-

namic equilibrium between liquid water and ice, performed with MD using the EFP

method.
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Interaction energies between fragments were found to be slightly overestimated in

the EFP water model. Based on evidence of over-attractive hydrogen bonding in wa-

ter, it was suggested that too-strong electrostatic interactions in the EFP water model

require additional energy to be broken, therefore pushing the melting temperature to

values that are too high.

It was also found that equilibrium distances in EFP water tend to be longer than

they should. Peaks in the RDF of EFP water are displaced to longer distances, and

densities are lower than in experiments. The computationally-expensive CT term

is omitted in this water potential, and instead it is replaced with an electrostatics

term with parameters derived with a small basis set. Stronger electrostatics usually

overcomes well the lack of charge transfer. However, at short range the Pauli repulsion

prevails, keeping fragments apart from each other. At short separations, the fragment

potential becomes too repulsive.

This study motivated the investigation of more efficient ways to include charge

transfer in EFP-MD. It also opens the door to a wider exploration of the ice-liquid

equilibrium. The inclusion of solutes, to investigate their effect on the melting point

would be a good place to start. There is also the possibility to run longer trajectories

to study the freezing process. An analysis of the impact of each EFP energy term on

the melting temperature could also be of general interest.

A computational efficiency study of EFP-MD was presented in Chapter 7, where

small clusters of water ranging from 4 to 1,024 fragments were employed as model

systems. Switching off all but one of the energy terms of the EFP force field at a time,

EFP-MD trajectories were performed and timed for each EFP energy term. Timings

for each contribution across all system sizes were analyzed concluding that the scaling

of EFP-MD calculations depends on the square of the number of fragments.

The exchange repulsion term was found the most computationally expensive of

all, being at least three times more demanding than polarization, the second most

intricate contribution to compute. EFP-MD calculations could be made more effi-

cient if the cost of the exchange repulsion energy term would be reduced. Hence,



154

this investigation motivated the search for alternative methodologies to compute the

exchange-repulsion energy.

The information gathered in Chapter 8 proved that there is an inherent timescale

separation between each contribution to the EFP interaction energy. Dispersion and

exchange-repulsion interactions have a longer period than electrostatics and polar-

ization. The hydrogen bond vibration-like mode was the fastest motion determining

variations in the electrostatics and polarization energies of small clusters of water.

It was implied that EFP-MD simulations can be accelerated by estimating the

exchange-repulsion energy intermittently. Therefore, a timescale separation of the

exchange-repulsion term in EFP is formally derived. The description of a possi-

ble implementation of the timescale separations theory for EFP-MD simulations in

LibEFP/EFPMD was discussed. Once implemented, internal consistency of the the-

ory should be verified using other model systems, different than water.

Throughout the course of my doctorate, I also worked on several other studies

which are not included in this thesis. Most of these other projects fall within the

broad field of computational chemistry applications to pharmaceutical and atmo-

spheric sciences. They were left out of this document because the main focus of

my doctoral research was theoretical chemistry. Additionally, some of these projects

were carried out in collaboration. However, they are still worth a brief mention in

this closing chapter.

There were three studies related to applications on pharmaceutical sciences. The

first of these was an analysis on the structural transformation due to water absorption

in chitosan nano-hydrogels performed using all-atom classical MD [256]. Hydrogels

are materials capable of absorbing water within networks of entangled hydrophilic

polymers, and have been widely studied for their use in pharmaceutical products.

However, the mechanistic details that explain water-absorbent features in hydrogels

are not well understood. In this investigation, it was found that the swelling behavior

of nano-scaled chitosan is pH-dependent, and that it is considerably more limited
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than that of larger-scale hydrogels. Thus, this study suggests that properties of

nano-hydrogels are significantly different from those of larger hydrogels.

The second project, carried out in collaboration, was an exploration on how chem-

ically diverse substituents influence the effectiveness of novel cellulose polymers as

crystallization inhibitors [257]. The bioavailability of a high percentage of new drug

candidates is limited by their poor solubility. The use of the amorphous form of the

drug is a good strategy to improve their solubility. However, the amorphous state

is unstable, and the drug will crystallize over time, losing its solubility advantage.

Polymers are used to stabilize amorphous formulations, and to maintain high super-

saturations following dissolution of the formulation. While experimental studies with

commercial polymers have shown differences in polymer effectiveness, the molecu-

lar mechanism of stabilization was still unclear, making the rational design of novel

polymers challenging. Therefore, MD and quantum chemical calculations were used

to inquire how chemical diversity modifies the polymer conformation and dynamics.

These results helped to explain why two polymers with similar chemical groups may

show opposite effectiveness due to strong intramolecular non-covalent interactions.

In another collaboration, MD simulations were used to assist the evaluation of

the ability of several bile salts to maintain supersaturated aqueous solutions of three

model drug compounds: celecoxib, nevirapine and fibanserin [258]. Bile salts are nat-

ural surfactants present in the human gastrointestinal tract. Therefore, it is essential

to consider their effect on the dissolution and crystallization tendency of oral drug

formulations. Although recently it has been shown that that sodium taurocholate, a

common bile salt, can delay nucleation of certain compounds, there is limited informa-

tion about the crystallization inhibition properties of other bile salts. Experimentally,

most bile salts included in this study delayed nucleation. However, their inhibitory

effects varied depending on the structure and concentration of the bile salt and the

drug. MD simulations indicated that van der Waals and hydrogen-bonding interac-

tions occurred between the drug and bile salts, with variations in different systems.
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These results are important to better understand the crystallization tendency of orally

delivered poorly water-soluble compounds in vivo.

Transitioning into the applications to atmospheric chemistry, the photochemi-

cal degradation process of isoprene carbonyl nitrates was investigated to better un-

derstand their fate. Carbonyl nitrates are produced from NO3-initiated isoprene

oxidation, constituting a potentially important NOX reservoir. In one collabora-

tive project, the theoretical UV-absorption spectra of an isoprene carbonyl nitrate,

methacrolein, and n-butyl nitrate in the gas phase were calculated and correlated, us-

ing TD-DFT [259]. In a second collaboration, the possible reaction paths of isobutyl

nitrate in acidic water were explored using DFT [260].
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A. PORTABLE C LIBRARY OF THE
TKATCHENKO-SCHEFFLER VAN DER WAALS MODEL

/*

** Copyright (C) 2015 Xavier Andrade, Carlos Borca, Alfredo Correa

**

** This library is free software: you can redistribute it and/or modify

** it under the terms of the GNU Lesser General Public License as published by

** the Free Software Foundation, either version 3 of the License, or

** (at your option) any later version.

**

** This library is distributed in the hope that it will be useful,

** but WITHOUT ANY WARRANTY; without even the implied warranty of

** MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the

** GNU Lesser General Public License for more details.

**

** You should have received a copy of the GNU Lesser General Public License

** along with this program. If not, see <http://www.gnu.org/licenses/>.

**

*/

#include <stdio.h>

#include <math.h>

#ifndef _TEST

#include "config.h"

#endif

/* Function to retrieve Van der Waals parameters of the free atoms. */

void get_vdw_params (const int zatom, double * c6, double * alpha, double * r0)

{

switch(zatom)

{

// Hydrogen (H)

case 1:

*alpha = 4.500000;

*c6 = 6.500000;
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*r0 = 3.100000;

break;

.

.

.

// Bismuth (Bi)

case 83:

*alpha = 49.02;

*c6 = 571.0;

*r0 = 4.32;

// Elements from 84 - Polonium (Po) to 118 - Ununoctium (Uuo) are not included.

}

}

/* Damping function. */

void fdamp (const double rr, const double r0ab, double * ff, double * dffdrab, double

* dffdr0)

{

const double dd = 20.0;

const double sr = 0.94; // Value for PBE. Should be 0.96 for PBE0.

// Calculate the damping coefficient.

double ee = exp(-dd*((rr/(sr*r0ab)) - 1.0));

*ff = 1.0/(1.0 + ee);

double dee = ee*(*ff)*(*ff);

// Calculate the derivative of the damping function with respect to the distance

between atoms A and B.

*dffdrab = (dd/(sr*r0ab))*dee;

// Calculate the derivative of the damping function with respect to the distance

between effective van der Waals radii.

*dffdr0 = -dd*rr/(sr*r0ab*r0ab)*dee;

}

/* Calculation of the square of separations. */
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void distance (const int iatom, const int jatom, const double coordinates[], double *

rr, double * rr2, double * rr6, double *rr7)

{

double x_ij = coordinates[3*iatom + 0] - coordinates[3*jatom + 0];

double y_ij = coordinates[3*iatom + 1] - coordinates[3*jatom + 1];

double z_ij = coordinates[3*iatom + 2] - coordinates[3*jatom + 2];

*rr2 = x_ij*x_ij + y_ij*y_ij + z_ij*z_ij;

*rr6 = rr2[0]*rr2[0]*rr2[0]; // This is the same as: *rr6 = (*rr2)*(*rr2)*(*rr2)

*rr = sqrt(rr2[0]); // This is the same as: *rr = sqrt(*rr2)

*rr7 = rr6[0]*rr[0]; // This is the same as: *rr6 = (*rr6)*(*rr)

// Print information controls.

//printf("R_(%i-%i)= %f\n", iatom+1, jatom+1, *rr);

//printf("R_(%i-%i)̂ 2 = %f\n", iatom+1, jatom+1, *rr2);

//printf("R_(%i-%i)̂ 6 = %f\n", iatom+1, jatom+1, *rr6);

}

/* Function to calculate the Van der Waals energy... and forces */

void vdw_calculate (const int natoms, const int zatom[], const double coordinates[],

const double volume_ratio[], double * energy, double force[], double

derivative_coeff[])

{

int ia;

*energy = 0.0;

// Loop to calculate the pair-wise Van der Waals energy correction.

for (ia = 0; ia < natoms; ia++)

{

double c6_a, alpha_a, r0_a;

int ib;

force[3*ia + 0] = 0.0;

force[3*ia + 1] = 0.0;

force[3*ia + 2] = 0.0;

derivative_coeff[ia] = 0.0;

get_vdw_params(zatom[ia], &c6_a, &alpha_a, &r0_a);
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for (ib = 0; ib < natoms; ib++)

{

double c6_b, alpha_b, r0_b;

if (ia == ib) continue;

// Pair-wise calculation of separations.

double rr, rr2, rr6, rr7;

distance(ia, ib, coordinates, &rr, &rr2, &rr6, &rr7);

get_vdw_params(zatom[ib], &c6_b, &alpha_b, &r0_b);

// Determination of c6abfree, for isolated atoms a and b.

double num = 2.0*c6_a*c6_b;

double den = (alpha_b/alpha_a)*c6_a + (alpha_a/alpha_b)*c6_b;

double c6abfree = num/den;

// Determination of c6ab, for bonded atoms a and b.

double c6ab = volume_ratio[ia]*volume_ratio[ib]*c6abfree;

// Determination of the effective radius of atom a.

double r0ab = cbrt(volume_ratio[ia])*r0_a + cbrt(volume_ratio[ib])*r0_b;

// Pair-wise calculation of the damping coefficient

double ff;

double dffdrab;

double dffdr0;

fdamp(rr, r0ab, &ff, &dffdrab, &dffdr0);

// Pair-wise correction to energy.

*energy += -0.5*ff*c6ab/rr6;

// Calculation of the pair-wise partial energy derivative with respect to the

distance between atoms A and B.

double deabdrab = -dffdrab*c6ab/rr6 + 6.0*ff*c6ab/rr7;

// Derivative of the AB van der Waals separation with respect to the volume

ratio of atom A.

double dr0dvra = r0_a/(3.0*pow(volume_ratio[ia], 2.0/3.0));

// Derivative of the damping function with respecto to the volume ratio of atom

A.

double dffdvra = dffdr0*dr0dvra;
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// Calculation of the pair-wise partial energy derivative with respect to the

volume ratio of atom A.

double deabdvra = -dffdvra*c6ab/rr6 - ff*volume_ratio[ib]*c6abfree/rr6;

force[3*ia + 0] += -deabdrab*(coordinates[3*ia + 0] - coordinates[3*ib + 0])/rr;

force[3*ia + 1] += -deabdrab*(coordinates[3*ia + 1] - coordinates[3*ib + 1])/rr;

force[3*ia + 2] += -deabdrab*(coordinates[3*ia + 2] - coordinates[3*ib + 2])/rr;

derivative_coeff[ia] += deabdvra;

// Print information controls.

//printf("Distance between atoms %i and %i = %f.\n", ia+1, ib+1, rr);

//printf("Atom %i, c6= %f, alpha= %f, r0= %f.\n", ia+1, c6_a, alpha_a, r0_a);

//printf("Atom %i, c6= %f, alpha= %f, r0= %f.\n", ib+1, c6_b, alpha_b, r0_b);

//printf("For atoms %i and %i, c6ab= %f.\n", ia+1, ib+1, c6abfree);

}

}

//printf("The final van der Waals energy correction is = %f.\n", *energy);

//printf("The final van der Waals force correction is = %f.\n", *force);

}

#ifndef _TEST

/* This is a wrapper to be called from Fortran. */

void FC_FUNC_(f90_vdw_calculate, F90_VDW_CALCULATE) (const int * natoms, const int

zatom[], const double coordinates[], const double volume_ratio[], double * energy,

double force[], double derivative_coeff[])

{

vdw_calculate(*natoms, zatom, coordinates, volume_ratio, energy, force,

derivative_coeff);

}

#endif

/* Main test function. */

#ifdef _TEST

int main ()

{

const int natoms = 3;

const int zatom[] = {23, 29, 31};

const double volume_ratio[] = {1.0, 1.0, 1.0};
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double energy;

double force[natoms*3];

double derivative_coeff[natoms];

double x;

for(x = 0.1; x < 10; x += 0.1)

{

double coordinates[] = {0.2, -0.3, 0.5, -0.7, 1.1, -1.3, x, 0.0, 0.0};

vdw_calculate(natoms, zatom, coordinates, volume_ratio, &energy, force,

derivative_coeff);

coordinates[5] += 0.001;

double energy_2;

vdw_calculate(natoms, zatom, coordinates, volume_ratio, &energy_2, force,

derivative_coeff);

printf("%f %f %f %f\n", x, energy, force[5], -(energy_2-energy)/0.001);

}

}

#endif
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B. OCTOPUS SAMPLE INPUT:
TS-VDW GROUND-STATE CALCULATION

CalculationMode = gs

UnitsInput = eV_Angstrom

Radius = 5

Spacing = 0.23

VDWcorrection = yes

ExperimentalFeatures = yes

d = 2.800000

%Coordinates

’C’ | 0.000 | 1.396 | d/2

’C’ | 1.209 | 0.698 | d/2

’C’ | 1.209 |-0.698 | d/2

’C’ | 0.000 |-1.396 | d/2

’C’ |-1.209 |-0.698 | d/2

’C’ |-1.209 | 0.698 | d/2

’H’ | 0.000 | 2.479 | d/2

’H’ | 2.147 | 1.240 | d/2

’H’ | 2.147 |-1.240 | d/2

’H’ | 0.000 |-2.479 | d/2

’H’ |-2.147 |-1.240 | d/2

’H’ |-2.147 | 1.240 | d/2

’C’ | 0.000 | 1.396 |-d/2

’C’ | 1.209 | 0.698 |-d/2

’C’ | 1.209 |-0.698 |-d/2

’C’ | 0.000 |-1.396 |-d/2

’C’ |-1.209 |-0.698 |-d/2

’C’ |-1.209 | 0.698 |-d/2

’H’ | 0.000 | 2.479 |-d/2

’H’ | 2.147 | 1.240 |-d/2

’H’ | 2.147 |-1.240 |-d/2

’H’ | 0.000 |-2.479 |-d/2

’H’ |-2.147 |-1.240 |-d/2

’H’ |-2.147 | 1.240 |-d/2
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%

#Output = wfs+density+potential+elf

#OutputHow = cube

ExtraStates = 4

ConvRelDens = 1e-7
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C. OCTOPUS SAMPLE INPUT:
TS-VDW EXCITED-STATES CALCULATION

CalculationMode = td

UnitsInput = eV_Angstrom

fromScratch = yes

Radius = 5

Spacing = 0.20

VDWcorrection = yes

ExperimentalFeatures = yes

d = 2.800000

%Species

’H’ | species_pseudo | file | ’H.pbe-vbc.UPF’

’F’ | species_pseudo | file | ’F.pbe-hgh.UPF’

%

%Coordinates

’H’ | 0.000 | 0.460 | d/2

’F’ | 0.000 |-0.460 | d/2

’H’ | 0.000 |-0.460 |-d/2

’F’ | 0.000 | 0.460 |-d/2

%

#Output = wfs+density+potential+elf

#OutputHow = cube

TDDeltaStrength = 0.01

TDPolarizationDirection = 3

TDPropagationTime = 30.38535
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D. OCTOPUS SAMPLE OUTPUT:
TS-VDW GROUND-STATE CALCULATION

Screen output on execution of the sample input file of Appendix B:

<><><><><><><><><><><><><><><><><><><><><><><><><><><><><><><>

___

.-’ ‘’.

/ \

| ;

| | ___.--,

_.._ |0) ~ (0) | _.---’‘__.-( (_.

__.--’‘_.. ’.__.\ ’--. \_.-’ ,.--’‘ ‘""‘

( ,.--’‘ ’,__ /./; ;, ’.__.’‘ __

_‘) ) .---.__.’ / | |\ \__..--"" """--.,_

‘---’ .’.’’-._.-’‘_./ /\ ’. \ _.-~~~‘‘‘‘~~~-._‘-.__.’

| | .’ _.-’ | | \ \ ’. ‘~---‘

\ \/ .’ \ \ ’. ’-._)

\/ / \ \ ‘=.__‘~-.

jgs / /\ ‘) ) / / ‘"".‘\

, _.-’.’\ \ / / ( ( / /

‘--~‘ ) ) .-’.’ ’.’. | (

(/‘ ( (‘ ) ) ’-;

‘ ’-; (-’

This program is free software; you can redistribute it and/or modify

it under the terms of the GNU General Public License as published by

the Free Software Foundation; either version 2, or (at your option)

any later version.

This program is distributed in the hope that it will be useful,

but WITHOUT ANY WARRANTY; without even the implied warranty of

MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the

GNU General Public License for more details.

You should have received a copy of the GNU General Public License

along with this program; if not, write to the Free Software

Foundation, Inc., 51 Franklin Street, Fifth Floor, Boston, MA

<><><><><><><><><><><><><><><><><><><><><><><><><><><><><><><>
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Running octopus

Version : tetricus

Revision : 14565

Build time : Mon Sep 14 17:49:16 EDT 2015

Configuration options : max-dim=3 sse2

Optional libraries : newuoa

Architecture : x86_64

C compiler : gcc

C compiler flags : -I/usr/include -g -O2

Fortran compiler : gfortran (GCC version 4.8.4)

Fortran compiler flags : -pipe -O3 -funroll-loops -ffast-math -ffree-line-length-none

The octopus is swimming in Lawrencium (Linux)

Calculation started on 2017/02/13 at 17:25:11

************************** Calculation Mode **************************

Input: [CalculationMode = gs]

**********************************************************************

Reading Coordinates from Coordinates block

Input: [PseudopotentialSet = standard]

****************************** Species *******************************

Reading pseudopotential from file:

’/home/carlosborca/octopus/share/octopus/pseudopotentials/PSF/C.psf’

Calculating atomic pseudo-eigenfunctions for species C ....

Info: l = 0 component used as local potential.

Info: l = 1 is maximum angular momentum considered.

Number of orbitals: total = 16, bound = 4

Reading pseudopotential from file:

’/home/carlosborca/octopus/share/octopus/pseudopotentials/PSF/H.psf’

Calculating atomic pseudo-eigenfunctions for species H ....

Info: l = 0 component used as local potential.

Info: l = 0 is maximum angular momentum considered.

Number of orbitals: total = 16, bound = 1

**********************************************************************

***************************** Symmetries *****************************

Symmetry elements : (i) 3*(C2) 3*(sigma)

Symmetry group : D2h
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**********************************************************************

Input: [SpinComponents = unpolarized]

Input: [SmearingFunction = semiconducting]

Input: [SymmetrizeDensity = no]

******************************* States *******************************

Total electronic charge = 60.000

Number of states = 30

States block-size = 4

**********************************************************************

Input: [CurvMethod = curv_uniform]

Input: [DerivativesStencil = stencil_star]

************************** Parallelization ***************************

Info: Octopus will run in *serial*

**********************************************************************

Info: Generating weights for finite-difference discretization of x-gradient

Info: Generating weights for finite-difference discretization of y-gradient

Info: Generating weights for finite-difference discretization of z-gradient

Info: Generating weights for finite-difference discretization of Laplacian

******************************** Grid ********************************

Simulation Box:

Type = minimum

Radius [b] = 9.449

Octopus will run in 3 dimension(s).

Octopus will treat the system as periodic in 0 dimension(s).

Main mesh:

Spacing [b] = ( 0.378, 0.378, 0.378) volume/point [b̂ 3] = 0.05399

# inner mesh = 216737

# total mesh = 285121

Grid Cutoff [H] = 34.547134 Grid Cutoff [Ry] = 69.094267

**********************************************************************

Info: states-block size = 8.7 MiB

Input: [StatesOrthogonalization = gram_schmidt]

****************************** Hartree *******************************

The chosen Poisson solver is ’interpolating scaling functions’

**********************************************************************

**************************** Theory Level ****************************
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Input: [TheoryLevel = dft]

Exchange-correlation:

Exchange

Slater exchange (LDA)

[1] PAM Dirac, Proceedings of the Cambridge Philosophical Society 26, 376 (1930)

[2] F Bloch, Zeitschrift fuer Physik 57, 545 (1929)

Correlation

Perdew & Zunger (Modified) (LDA)

[1] Perdew and Zunger, Phys. Rev. B 23, 5048 (1981)

[2] Modified to improve the matching between the low- and high-rs parts

Input: [SICCorrection = sic_none]

**********************************************************************

Input: [FilterPotentials = filter_TS]

Info: Pseudopotential for C

Radii for localized parts:

local part = 2.6 b

non-local part = 1.9 b

orbitals = 9.0 b

Info: Pseudopotential for H

Radii for localized parts:

local part = 2.1 b

non-local part = 0.0 b

orbitals = 8.8 b

Input: [RelativisticCorrection = non_relativistic]

Input: [AbsorbingBoundaries = not_absorbing]

****************** Approximate memory requirements *******************

Mesh

global : 5.1 MiB

local : 6.5 MiB

total : 11.6 MiB

States

real : 65.3 MiB (par_kpoints + par_states + par_domains)

complex : 130.5 MiB (par_kpoints + par_states + par_domains)

**********************************************************************

Info: Generating external potential

done.

Info: Octopus initialization completed.
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Info: Starting calculation mode.

Info: Allocating ground state wave-functions

Info: Blocks of states

Block 1 contains 4 states: 1 - 4

Block 2 contains 4 states: 5 - 8

Block 3 contains 4 states: 9 - 12

Block 4 contains 4 states: 13 - 16

Block 5 contains 4 states: 17 - 20

Block 6 contains 4 states: 21 - 24

Block 7 contains 4 states: 25 - 28

Block 8 contains 2 states: 29 - 30

Info: Ground-state allocation done.

Input: [MixField = density] (what to mix during SCF cycles)

Input: [TypeOfMixing = broyden]

**************************** Eigensolver *****************************

Input: [Eigensolver = cg]

Input: [Preconditioner = pre_filter]

Input: [SubspaceDiagonalization = standard]

**********************************************************************

Input: [LCAOStart = lcao_full]

Input: [LCAOScaleFactor = 1.000]

Input: [LCAOMaximumOrbitalRadius = 20.00 b]

Info: Single-precision storage for 30 extra orbitals will be allocated.

Info: Unnormalized total charge = 59.999872

Info: Renormalized total charge = 60.000000

Info: Setting up Hamiltonian.

Info: Performing initial LCAO calculation with 60 orbitals.

Info: Getting Hamiltonian matrix elements.

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

Eigenvalues [H]

#st Spin Eigenvalue Occupation

1 -- -0.966903 2.000000

2 -- -0.963962 2.000000

3 -- -0.866420 2.000000

4 -- -0.866399 2.000000

5 -- -0.860990 2.000000

6 -- -0.860965 2.000000

7 -- -0.719428 2.000000

8 -- -0.719414 2.000000

9 -- -0.718021 2.000000

10 -- -0.718007 2.000000

11 -- -0.624059 2.000000

12 -- -0.622229 2.000000
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13 -- -0.612828 2.000000

14 -- -0.611358 2.000000

15 -- -0.565646 2.000000

16 -- -0.560824 2.000000

17 -- -0.547016 2.000000

18 -- -0.547012 2.000000

19 -- -0.546518 2.000000

20 -- -0.546509 2.000000

21 -- -0.516699 2.000000

22 -- -0.492427 2.000000

23 -- -0.492236 2.000000

24 -- -0.489621 2.000000

25 -- -0.489423 2.000000

26 -- -0.468404 2.000000

27 -- -0.435489 2.000000

28 -- -0.435483 2.000000

29 -- -0.387285 2.000000

30 -- -0.387282 2.000000

Info: Ground-state restart information will be written to ’restart/gs’.

Info: SCF using real wavefunctions.

Info: Starting SCF iteration.

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 1 ************************

etot = -7.59030455E+01 abs_ev = 4.89E+00 rel_ev = 1.51E-01

abs_dens = 1.12E+01 rel_dens = 1.86E-01

Matrix vector products: 810

Converged eigenvectors: 0

# State Eigenvalue [H] Occupation Error

1 -0.867988 2.000000 (1.1E-04)

2 -0.855002 2.000000 (1.9E-04)

3 -0.771223 2.000000 (2.3E-04)

4 -0.771153 2.000000 (2.3E-04)

5 -0.758989 2.000000 (2.0E-04)

6 -0.758917 2.000000 (2.0E-04)

7 -0.648223 2.000000 (4.3E-04)

8 -0.648159 2.000000 (4.1E-04)

[output of 13 eigenvalues skipped: maximum error = 2.2E-03]

22 -0.419322 2.000000 (3.0E-04)

23 -0.418604 2.000000 (2.5E-04)

24 -0.413505 2.000000 (2.2E-04)

25 -0.412776 2.000000 (2.2E-04)
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26 -0.368565 2.000000 (2.6E-04)

27 -0.332246 2.000000 (2.1E-04)

28 -0.332202 2.000000 (2.1E-04)

29 -0.275144 2.000000 (2.4E-04)

30 -0.275096 2.000000 (2.4E-04)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

-----------%-%------------%%-------------%--%%------%%--------%------%

%-%--------%-%------------%%-----%%-----%%%-%%-----%%%----%---%------%

^

Elapsed time for SCF step 1: 45.07

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 2 ************************

etot = -7.57295644E+01 abs_ev = 2.90E+00 rel_ev = 9.83E-02

abs_dens = 6.65E+00 rel_dens = 1.11E-01

Matrix vector products: 810

Converged eigenvectors: 0

# State Eigenvalue [H] Occupation Error

1 -0.819613 2.000000 (9.0E-06)

2 -0.805560 2.000000 (7.7E-06)

3 -0.721753 2.000000 (9.9E-06)

4 -0.721676 2.000000 (1.1E-05)

5 -0.708496 2.000000 (8.5E-06)

6 -0.708418 2.000000 (8.5E-06)

7 -0.597912 2.000000 (4.4E-05)

8 -0.597852 2.000000 (2.1E-05)

[output of 13 eigenvalues skipped: maximum error = 3.9E-05]

22 -0.366532 2.000000 (9.7E-05)
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23 -0.365865 2.000000 (3.4E-05)

24 -0.360084 2.000000 (3.6E-05)

25 -0.359404 2.000000 (3.2E-05)

26 -0.330421 2.000000 (5.2E-05)

27 -0.295954 2.000000 (2.6E-05)

28 -0.295896 2.000000 (2.4E-05)

29 -0.235627 2.000000 (1.2E-04)

30 -0.235563 2.000000 (1.1E-04)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

------------------------------------------------------%---------------

------------------------------------------------------%---------------

------------%%------------%%---------------%-%%-------%-------%------%

%-%---------%%------------%%------%%-----%%%-%%---%---%---%---%------%

^

Elapsed time for SCF step 2: 80.36

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 3 ************************

etot = -7.56423407E+01 abs_ev = 3.07E+00 rel_ev = 1.16E-01

abs_dens = 1.03E+00 rel_dens = 1.72E-02

Matrix vector products: 810

Converged eigenvectors: 0

# State Eigenvalue [H] Occupation Error

1 -0.774754 2.000000 (7.8E-06)

2 -0.759087 2.000000 (4.5E-06)

3 -0.671603 2.000000 (1.7E-05)

4 -0.671560 2.000000 (1.7E-05)

5 -0.656802 2.000000 (1.4E-05)

6 -0.656758 2.000000 (1.3E-05)

7 -0.542909 2.000000 (4.1E-05)

8 -0.542850 2.000000 (3.4E-05)
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[output of 13 eigenvalues skipped: maximum error = 5.9E-05]

22 -0.306244 2.000000 (7.8E-05)

23 -0.305652 2.000000 (6.0E-05)

24 -0.298760 2.000000 (5.9E-05)

25 -0.298154 2.000000 (6.2E-05)

26 -0.297781 2.000000 (6.2E-05)

27 -0.264485 2.000000 (5.8E-05)

28 -0.264443 2.000000 (5.3E-05)

29 -0.200360 2.000000 (1.6E-04)

30 -0.200311 2.000000 (1.3E-04)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

------------%-%-------------%%--------------%%-%%-------%%---%-------%

%-%---------%-%-------------%%-----%-%------%%-%%%------%%---%-------%

^

Elapsed time for SCF step 3: 79.39

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 4 ************************

etot = -7.56405183E+01 abs_ev = 3.08E-01 rel_ev = 1.15E-02

abs_dens = 2.96E-01 rel_dens = 4.93E-03

Matrix vector products: 810

Converged eigenvectors: 0

# State Eigenvalue [H] Occupation Error

1 -0.781423 2.000000 (2.3E-06)

2 -0.765753 2.000000 (1.4E-06)

3 -0.677743 2.000000 (2.3E-06)

4 -0.677702 2.000000 (2.1E-06)

5 -0.662955 2.000000 (2.1E-06)

6 -0.662913 2.000000 (2.0E-06)
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7 -0.548213 2.000000 (1.8E-05)

8 -0.548158 2.000000 (5.1E-06)

[output of 13 eigenvalues skipped: maximum error = 1.3E-05]

22 -0.310188 2.000000 (3.5E-05)

23 -0.309601 2.000000 (1.7E-05)

24 -0.304359 2.000000 (8.5E-06)

25 -0.302710 2.000000 (7.7E-06)

26 -0.302110 2.000000 (8.0E-06)

27 -0.270800 2.000000 (5.8E-06)

28 -0.270759 2.000000 (6.0E-06)

29 -0.206931 2.000000 (2.7E-05)

30 -0.206886 2.000000 (2.5E-05)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%---%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%%-%%-------%%--%-------%

^

Elapsed time for SCF step 4: 79.81

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 5 ************************

etot = -7.56405372E+01 abs_ev = 1.25E-01 rel_ev = 4.70E-03

abs_dens = 9.32E-02 rel_dens = 1.55E-03

Matrix vector products: 766

Converged eigenvectors: 0

# State Eigenvalue [H] Occupation Error

1 -0.778219 2.000000 (1.1E-06)

2 -0.762574 2.000000 (6.6E-07)

3 -0.675436 2.000000 (7.8E-07)
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4 -0.675393 2.000000 (9.5E-07)

5 -0.660675 2.000000 (6.9E-07)

6 -0.660630 2.000000 (8.5E-07)

7 -0.546553 2.000000 (1.1E-05)

8 -0.546503 2.000000 (7.8E-07)

[output of 13 eigenvalues skipped: maximum error = 8.8E-06]

22 -0.308308 2.000000 (1.9E-05)

23 -0.307724 2.000000 (5.3E-06)

24 -0.301976 2.000000 (3.3E-06)

25 -0.300837 2.000000 (3.3E-06)

26 -0.300239 2.000000 (3.3E-06)

27 -0.268665 2.000000 (2.9E-06)

28 -0.268624 2.000000 (2.9E-06)

29 -0.204824 2.000000 (8.4E-06)

30 -0.204778 2.000000 (8.3E-06)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%%--%-------%

^

Elapsed time for SCF step 5: 78.73

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 6 ************************

etot = -7.56404768E+01 abs_ev = 2.28E-02 rel_ev = 8.58E-04

abs_dens = 4.78E-02 rel_dens = 7.97E-04

Matrix vector products: 661

Converged eigenvectors: 6

# State Eigenvalue [H] Occupation Error
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1 -0.778565 2.000000 (9.7E-07)

2 -0.762928 2.000000 (9.1E-07)

3 -0.675806 2.000000 (8.2E-07)

4 -0.675763 2.000000 (8.5E-07)

5 -0.661052 2.000000 (8.1E-07)

6 -0.661008 2.000000 (7.5E-07)

7 -0.546958 2.000000 (6.8E-06)

8 -0.546908 2.000000 (7.2E-07)

[output of 13 eigenvalues skipped: maximum error = 5.5E-06]

22 -0.308779 2.000000 (1.1E-05)

23 -0.308196 2.000000 (9.0E-07)

24 -0.302162 2.000000 (8.1E-07)

25 -0.301317 2.000000 (1.0E-06)

26 -0.300719 2.000000 (8.9E-07)

27 -0.268847 2.000000 (9.8E-07)

28 -0.268806 2.000000 (7.6E-07)

29 -0.205034 2.000000 (1.5E-06)

30 -0.204989 2.000000 (1.4E-06)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%---%-------%

^

Elapsed time for SCF step 6: 74.22

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 7 ************************

etot = -7.56404730E+01 abs_ev = 1.50E-03 rel_ev = 5.65E-05

abs_dens = 2.32E-02 rel_dens = 3.87E-04

Matrix vector products: 572
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Converged eigenvectors: 6

# State Eigenvalue [H] Occupation Error

1 -0.778526 2.000000 (8.7E-07)

2 -0.762893 2.000000 (7.2E-07)

3 -0.675766 2.000000 (9.4E-07)

4 -0.675723 2.000000 (7.6E-07)

5 -0.661014 2.000000 (8.3E-07)

6 -0.660969 2.000000 (7.9E-07)

7 -0.546931 2.000000 (4.3E-06)

8 -0.546882 2.000000 (6.8E-07)

[output of 13 eigenvalues skipped: maximum error = 3.3E-06]

22 -0.308792 2.000000 (6.1E-06)

23 -0.308209 2.000000 (8.8E-07)

24 -0.302056 2.000000 (8.3E-07)

25 -0.301331 2.000000 (9.3E-07)

26 -0.300734 2.000000 (9.5E-07)

27 -0.268744 2.000000 (8.1E-07)

28 -0.268704 2.000000 (8.1E-07)

29 -0.204937 2.000000 (9.8E-07)

30 -0.204892 2.000000 (9.7E-07)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%---%-------%

^

Elapsed time for SCF step 7: 68.71

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 8 ************************
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etot = -7.56404884E+01 abs_ev = 8.29E-03 rel_ev = 3.11E-04

abs_dens = 2.53E-03 rel_dens = 4.22E-05

Matrix vector products: 572

Converged eigenvectors: 6

# State Eigenvalue [H] Occupation Error

1 -0.778433 2.000000 (9.4E-07)

2 -0.762798 2.000000 (8.9E-07)

3 -0.675625 2.000000 (8.0E-07)

4 -0.675582 2.000000 (7.0E-07)

5 -0.660869 2.000000 (6.9E-07)

6 -0.660825 2.000000 (9.8E-07)

7 -0.546763 2.000000 (2.6E-06)

8 -0.546715 2.000000 (9.7E-07)

[output of 13 eigenvalues skipped: maximum error = 1.6E-06]

22 -0.308648 2.000000 (3.7E-06)

23 -0.308066 2.000000 (9.6E-07)

24 -0.301925 2.000000 (7.8E-07)

25 -0.301184 2.000000 (8.2E-07)

26 -0.300589 2.000000 (8.5E-07)

27 -0.268608 2.000000 (8.0E-07)

28 -0.268568 2.000000 (7.7E-07)

29 -0.204794 2.000000 (9.5E-07)

30 -0.204749 2.000000 (9.4E-07)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%---%-------%

^

Elapsed time for SCF step 8: 68.82

**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0
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*********************** SCF CYCLE ITER # 9 ************************

etot = -7.56404884E+01 abs_ev = 4.58E-04 rel_ev = 1.72E-05

abs_dens = 1.54E-03 rel_dens = 2.57E-05

Matrix vector products: 355

Converged eigenvectors: 6

# State Eigenvalue [H] Occupation Error

1 -0.778445 2.000000 (9.8E-07)

2 -0.762810 2.000000 (9.3E-07)

3 -0.675634 2.000000 (9.3E-07)

4 -0.675591 2.000000 (8.8E-07)

5 -0.660879 2.000000 (6.6E-07)

6 -0.660835 2.000000 (7.1E-07)

7 -0.546769 2.000000 (2.1E-06)

8 -0.546720 2.000000 (8.1E-07)

[output of 13 eigenvalues skipped: maximum error = 9.9E-07]

22 -0.308653 2.000000 (1.3E-06)

23 -0.308071 2.000000 (9.0E-07)

24 -0.301938 2.000000 (9.7E-07)

25 -0.301189 2.000000 (7.9E-07)

26 -0.300594 2.000000 (8.0E-07)

27 -0.268619 2.000000 (7.6E-07)

28 -0.268579 2.000000 (7.9E-07)

29 -0.204805 2.000000 (9.3E-07)

30 -0.204760 2.000000 (9.6E-07)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%---%-------%

^

Elapsed time for SCF step 9: 56.57
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**********************************************************************

ETA: .......1......2.......3......4......5.......6......7.......8......9......0

*********************** SCF CYCLE ITER # 10 ************************

etot = -7.56404882E+01 abs_ev = 3.74E-04 rel_ev = 1.40E-05

abs_dens = 4.88E-04 rel_dens = 8.13E-06

Matrix vector products: 297

Converged eigenvectors: 6

# State Eigenvalue [H] Occupation Error

1 -0.778453 2.000000 (9.1E-07)

2 -0.762818 2.000000 (9.4E-07)

3 -0.675640 2.000000 (7.2E-07)

4 -0.675598 2.000000 (9.9E-07)

5 -0.660886 2.000000 (8.7E-07)

6 -0.660842 2.000000 (9.0E-07)

7 -0.546775 2.000000 (1.5E-06)

8 -0.546726 2.000000 (9.0E-07)

[output of 13 eigenvalues skipped: maximum error = 9.3E-07]

22 -0.308658 2.000000 (9.9E-07)

23 -0.308076 2.000000 (8.3E-07)

24 -0.301946 2.000000 (9.6E-07)

25 -0.301194 2.000000 (9.6E-07)

26 -0.300599 2.000000 (9.7E-07)

27 -0.268628 2.000000 (7.4E-07)

28 -0.268587 2.000000 (7.7E-07)

29 -0.204814 2.000000 (8.1E-07)

30 -0.204769 2.000000 (8.1E-07)

Density of states:

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

----------------------------------------------------------------------

---------------------------------------------------------%------------

---------------------------------------------------------%------------

-------------------------------------------------%-------%------------

------------%-%-------------%%--------------%%--%%-------%---%-------%

%-%---------%-%-------------%%------%%------%%--%%-------%---%-------%

^
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Elapsed time for SCF step 10: 53.58

**********************************************************************

Info: Writing states. 2017/02/13 at 17:38:36

Info: Finished writing states. 2017/02/13 at 17:38:36

Info: SCF converged in 10 iterations

Info: Finished writing information to ’restart/gs’.

Calculation ended on 2017/02/13 at 17:38:37

Walltime: 13m 26.282s

Octopus emitted 3 warnings.

Octopus used 1 experimental feature:

Since you used one or more experimental features, results are likely

wrong and should not be considered as valid scientific data. Check

http://www.tddft.org/programs/octopus/experimental_features

or contact the octopus developers for details.

Static information output file produced after the execution of the sample input
file of Appendix B, file located at the execution directory, in static/info:

******************************** Grid ********************************

Simulation Box:

Type = minimum

Radius [b] = 9.449

Octopus will run in 3 dimension(s).

Octopus will treat the system as periodic in 0 dimension(s).

Main mesh:

Spacing [b] = ( 0.378, 0.378, 0.378) volume/point [b̂ 3] = 0.05399

# inner mesh = 216737

# total mesh = 285121

Grid Cutoff [H] = 34.547134 Grid Cutoff [Ry] = 69.094267

**********************************************************************
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**************************** Theory Level ****************************

Input: [TheoryLevel = dft]

Exchange-correlation:

Exchange

Slater exchange (LDA)

[1] PAM Dirac, Proceedings of the Cambridge Philosophical Society 26, 376 (1930)

[2] F Bloch, Zeitschrift fuer Physik 57, 545 (1929)

Correlation

Perdew & Zunger (Modified) (LDA)

[1] Perdew and Zunger, Phys. Rev. B 23, 5048 (1981)

[2] Modified to improve the matching between the low- and high-rs parts

Input: [SICCorrection = sic_none]

**********************************************************************

SCF converged in 10 iterations

Some of the states are not fully converged!

Eigenvalues [H]

#st Spin Eigenvalue Occupation

1 -- -0.778453 2.000000

2 -- -0.762818 2.000000

3 -- -0.675640 2.000000

4 -- -0.675598 2.000000

5 -- -0.660886 2.000000

6 -- -0.660842 2.000000

7 -- -0.546775 2.000000

8 -- -0.546726 2.000000

9 -- -0.534756 2.000000

10 -- -0.534702 2.000000

11 -- -0.482849 2.000000

12 -- -0.471651 2.000000

13 -- -0.412841 2.000000

14 -- -0.410092 2.000000

15 -- -0.404155 2.000000

16 -- -0.400829 2.000000

17 -- -0.382412 2.000000

18 -- -0.382268 2.000000

19 -- -0.373296 2.000000

20 -- -0.373149 2.000000

21 -- -0.370697 2.000000

22 -- -0.308658 2.000000

23 -- -0.308076 2.000000

24 -- -0.301946 2.000000
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25 -- -0.301194 2.000000

26 -- -0.300599 2.000000

27 -- -0.268628 2.000000

28 -- -0.268587 2.000000

29 -- -0.204814 2.000000

30 -- -0.204769 2.000000

Energy [H]:

Total = -75.64054979

Free = -75.64054979

-----------

Ion-ion = 338.25899740

Eigenvalues = -26.61740922

Hartree = 394.93708687

Int[n*v_xc] = -32.45161684

Exchange = -21.58017611

Correlation = -3.19991780

vanderWaals = -0.01657402

Delta XC = 0.00000000

Entropy = 0.00000000

-TS = -0.00000000

Kinetic = 56.67577259

External = -840.71583199

Non-local = -22.79318626

Dipole: [b] [Debye]

<x> = -1.44403E-13 -3.67035E-13

<y> = -2.28201E-14 -5.80028E-14

<z> = 5.28862E-13 1.34423E-12

Convergence:

abs_dens = 4.87789436E-04 ( 0.00000000E+00)

rel_dens = 8.12982393E-06 ( 1.00000000E-05)

abs_ev = 3.73783986E-04 ( 0.00000000E+00) [H]

rel_ev = 1.40428388E-05 ( 0.00000000E+00)

Forces on the ions [H/b]

Ion x y z

1 C -0.000000 -0.019538 0.009550

2 C -0.017220 -0.010639 0.009872

3 C -0.017220 0.010639 0.009872

4 C 0.000000 0.019538 0.009550

5 C 0.017220 0.010639 0.009872

6 C 0.017220 -0.010639 0.009872

7 H 0.000000 0.006036 -0.000638

8 H 0.004896 0.002826 -0.000657
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9 H 0.004896 -0.002826 -0.000657

10 H 0.000000 -0.006036 -0.000638

11 H -0.004896 -0.002826 -0.000657

12 H -0.004896 0.002826 -0.000657

13 C -0.000000 -0.019538 -0.009550

14 C -0.017220 -0.010639 -0.009872

15 C -0.017220 0.010639 -0.009872

16 C 0.000000 0.019538 -0.009550

17 C 0.017220 0.010639 -0.009872

18 C 0.017220 -0.010639 -0.009872

19 H 0.000000 0.006036 0.000638

20 H 0.004896 0.002826 0.000657

21 H 0.004896 -0.002826 0.000657

22 H 0.000000 -0.006036 0.000638

23 H -0.004896 -0.002826 0.000657

24 H -0.004896 0.002826 0.000657

----------------------------------------------------------

Max abs force 0.017220 0.019538 0.009872

Total force 0.000000 0.000000 0.000000

Total torque -0.000000 -0.000000 0.000000
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E. QUANTUM ESPRESSO SAMPLE INPUT:
TS-VDW LIBRARY VALIDATION

&control

calculation = ’scf’,

prefix = ’BZ_Dimer’,

pseudo_dir=’./’

/

&system

ibrav = 0,

nat = 24,

ntyp = 2,

ecutwfc = 60,

vdw_corr = ’ts’

/

&electrons

mixing_beta = 0.7

conv_thr=1.d-8

/

&ions

/

ATOMIC_SPECIES

H 1.000 H.pbe-vbc.UPF

C 12.000 C.pbe-hgh.UPF

ATOMIC_POSITIONS (angstrom)

C 0.000 1.396 2.800/2

C 1.209 0.698 2.800/2

C 1.209 -0.698 2.800/2

C 0.000 -1.396 2.800/2

C -1.209 -0.698 2.800/2

C -1.209 0.698 2.800/2

H 0.000 2.479 2.800/2

H 2.147 1.240 2.800/2

H 2.147 -1.240 2.800/2

H 0.000 -2.479 2.800/2

H -2.147 -1.240 2.800/2

H -2.147 1.240 2.800/2

C 0.000 1.396 -2.800/2

C 1.209 0.698 -2.800/2
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C 1.209 -0.698 -2.800/2

C 0.000 -1.396 -2.800/2

C -1.209 -0.698 -2.800/2

C -1.209 0.698 -2.800/2

H 0.000 2.479 -2.800/2

H 2.147 1.240 -2.800/2

H 2.147 -1.240 -2.800/2

H 0.000 -2.479 -2.800/2

H -2.147 -1.240 -2.800/2

H -2.147 1.240 -2.800/2

CELL_PARAMETERS (angstrom)

20 0 0

0 20 0

0 0 40

K_POINTS (gamma)
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F. NWCHEM SAMPLE INPUT:
CAM-LDA0 TD-DFT CALCUALTION

start mol

title "CAM-LDA0 TD-DFT Calcualtion"

charge 0

memory 1000 mb

scratch_dir /home/user/scratch

permanent_dir /home/user/permanent

geometry units angstroms print xyz

load mol.xyz

symmetry C1

end

basis

* library cc-pVDZ

end

dft

grid fine

xc xcamlsd 1.0 hfexch 1.0 vwn_5 1.0

cam 0.3333 cam_alpha 0.25 cam_beta 0.50

mult 1

iterations 400

direct

end

tddft

rpa

notriplet

nroots 10

algorithm 1

end

task tddft energy
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G. CALCULATED EXCITATION ENERGIES
FOR SEVERAL HYBRID FUNCTIONALS

Table G.1.
Calculated excitation energies in eV by using several adiabatic func-
tionals. Additional reference values included. Excitation types, CT:
Charge transfer, L: Local, R: Rydberg. MAE: mean absolute error.
For the dipeptide molecules the subindex 1 and 2 refer to the first and
second carbonyl groups, respectively. The variable m is the number
of units in the oligomer.

System Transition Type CAM-B3LYP B3LYP PBE0 LDA0 LDA1 CAM-LDA0 Ref.
HCl Π CT 7.79 7.65 7.84 7.70 7.90 7.83 8.23
CO Σ+ R 11.79 10.97 11.23 11.40 11.60 12.37 12.40

Π R 10.90 10.19 10.53 10.69 10.87 11.45 11.53
Σ+ R 10.80 10.13 10.46 10.62 10.80 11.34 11.40
Σ+ R 10.37 9.80 10.10 10.26 10.42 10.87 10.78
∆ L 10.08 10.03 10.05 10.00 10.23 9.98 10.23

Σ− L 9.71 9.72 9.65 9.52 9.74 9.47 9.88
Π L 8.47 8.39 8.36 8.26 8.41 8.35 8.51

PA m = 2 Bu L 6.04 5.88 5.89 5.83 5.97 5.99 5.92
PA m = 3 Bu L 5.03 4.81 4.80 4.74 4.88 4.97 4.95
PA m = 4 Bu L 4.39 4.13 4.67 4.63 4.19 4.63 4.41
PA m = 5 Bu L 3.94 3.66 3.62 3.56 3.70 3.86 4.27
DMABN B2 L 4.72 4.44 4.43 4.35 4.52 4.70 4.25

A2 CT 4.91 4.64 4.74 4.67 4.83 4.96 4.56
PP B2 L 5.06 4.76 4.79 4.72 4.95 5.12 4.85

A1 L 5.12 4.96 4.86 4.79 5.00 5.19 5.13
B2 CT 5.27 4.58 4.91 4.83 5.04 5.46 5.47
A1 CT 5.92 4.64 5.15 5.08 5.34 6.28 5.94

Anthracene B2u L 4.67 4.38 4.46 4.40 4.56 4.71 4.88
B3u L 4.62 4.47 4.55 4.48 4.64 4.63 4.46

β-dipeptide n1 → π∗2 CT 8.38 7.26 6.96 6.92 7.33 9.05 9.13
π1 → π∗2 CT 8.01 7.20 6.73 6.66 6.92 8.37 7.99
n1 → π∗1 L 5.67 5.66 5.61 5.59 5.65 5.72 5.40
n2 → π∗2 L 5.76 5.56 5.69 5.67 5.73 5.79 5.10

Dipeptide n1 → π∗2 CT 7.84 6.31 6.74 6.64 7.12 8.41 8.07
π1 → π∗2 CT 7.00 6.15 6.50 6.32 6.72 7.23 7.18
n1 → π∗1 L 5.69 5.55 5.76 5.64 5.88 5.78 5.63
n2 → π∗2 L 5.92 5.77 6.03 5.94 6.16 6.10 5.79

MAE 0.27 0.61 0.55 0.55 0.44 0.23
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H. GAMESS SAMPLE INPUT: BASIC MAKEFP RUN

!

! Sample GAMESS input for EFP generation

!

$contrl units=angs local=boys runtyp=makefp

mult=1 icharg=0 coord=cart icut=11 $end

$system timlim=99999 mwords=200 $end

$scf dirscf=.t. soscf=.f. diis=.t. conv=1.0d-06 $end

$basis gbasis=n311 ngauss=6 npfunc=2 ndfunc=3 nffunc=1

diffs=.t. diffsp=.t. $end

$makefp pol=.t. disp=.t. exrep=.t. chtr=.f. $end

$stone bigexp=0.0 $end

$data

h2o

c1

O1 8.0 0.0000000000 0.0000000000 0.0978796835

H2 1.0 -0.4928822363 -0.5688163788 -0.4653163417

H3 1.0 0.4928822363 0.5688163788 -0.4653163417

$end
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I. EFPMD SAMPLE INPUT: BASIC EFP-MD RUN

run_type md

ensemble npt

time_step 2

print_step 100

velocitize false

pressure 1.0

coord points

terms elec pol disp xr

elec_damp overlap

disp_damp overlap

pol_damp tt

enable_pbc true

periodic_box 14.760 15.656 36.144

enable_cutoff true

swf_cutoff 7.2

max_steps 250000

userlib_path .

temperature 360

fragment water

1.577 1.227 14.758

1.857 1.687 15.558

0.617 1.247 14.798

fragment water

2.497 2.537 17.018

2.217 2.077 17.818

3.447 2.517 17.058

.

.

.

fragment water

0.477 -3.913 -8.672

0.287 -3.283 -7.972

0.987 -3.413 -9.312
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ABSTRACT: Most approximations to the exchange-correla-
tion functional of Kohn−Sham density functional theory lead
to delocalization errors that undermine the description of
charge-transfer phenomena. We explore how various approx-
imate functionals and charge-distribution schemes describe
ground-state atomic-charge distributions in the lithium−
benzene complex, a model system of relevance to carbon-
based supercapacitors. To understand the trends, we compare
Hartree−Fock (HF) and correlated post-HF calculations,
confirming that the HOMO−LUMO gap is narrower in
semilocal functionals but widened by hybrid functionals with large fractions of HF exchange. For semilocal functionals, natural
bond orbital (NBO) and Mulliken schemes yield opposite pictures of how charge transfer occurs. In PBE, for example, when
lithium and benzene are <1.5 Å apart, NBO yields a positive charge on the lithium atom, but the Mulliken scheme yields a
negative charge. Furthermore, the partial charges in conjugated materials depend on the interplay between the charge-
distribution scheme employed and the underlying exchange-correlation functional, being critically sensitive to the admixture of
HF exchange. We analyze and explain why this happens, discuss implications, and conclude that hybrid functionals with an
admixture of about one-fourth of HF exchange are particularly useful in describing charge transfer in the lithium−benzene model.

1. INTRODUCTION

Porous carbon materials have great potential for the
construction of novel electric energy storage (EES) devices
such as supercapacitors.1−3 Because of experimental limitations,
high costs of nanotechnology research, and importance of
quantum effects, computational-aided fabrication of carbon
materials for supercapacitors is promising.4−7 Often, classical
force fields provide useful data for calculations of chemical
stability, adsorption and desorption dynamics, and other
properties of these materials.8 Yet the exploration of quantum
phenomena such as charge transfer, which is at the heart of the
working mechanism of supercapacitors, requires ab initio
treatment. The goal of this study is to investigate whether
standard approximations in Kohn−Sham density functional
theory (KS-DFT),9,10 when used in combination with popular
charge-distribution schemes,11 provide an adequate description
of the ground-state charge transfer that occurs in a very simple
model system: the lithium−benzene complex. Some of the key
features observed in this system are due to the interaction
between a lithium atom that can be easily ionized and a
benzene ring whose valence electrons are delocalized due to
aromaticity, so our observations are relevant to the much more
complex simulations of carbon nanoporous electrodes in
supercapacitors,12 where such interactions are ubiquitous.
More generally, we want to determine how different charge-
distribution schemes perform for various families of approx-

imate exchange-correlation (XC) functionals and understand
the trends.
KS-DFT is an extraordinarily popular electronic structure

method applied throughout science and engineering.13 As is
well known, however, approximate KS-DFT calculations suffer
from problems that need to be addressed.14 For instance, most
standard approximations to the XC functional underestimate
charge-transfer excitation energies and overestimate binding
energies of charge-transfer complexes.15,16 Mori-Sańchez et al.17

and Cohen et al.18 demonstrated that this problem can be
traced back to the delocalization error of approximate
functionals: their tendency to minimize the energy by
unrealistically spreading-out the electronic density, especially
at large separations between the fragments involved in the
charge transfer. As discussed by Cohen et al.,15 this inaccuracy
is closely related to the self-interaction error, and it is caused by
the unphysical convex behavior of the energy as a function of
fractional charge.
Properties of alkali-conjugated complexes have been explored

in several computational studies.19−25 For instance, studying
the conformation of complexes of lithium and C60 fullerenes,
Varganov et al. found a strong ionic interaction between the
atom and the fullerene.26 The structures and dissociation
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energies of lithium and benzene sandwich complexes were
researched by Vollmer et al. using several quantum-mechanical
methods.20 Kang studied the formation of neutral lithium-
aromatic complexes and found that it originates in the charge
transfer from the lithium atom to the aromatic rings.21 An
emerging discussion about the existence of charge transfer
between lithium and aromatic carbon compounds motivated
Ferre-Vilaplana22 and Martinez et al.23 to look into the
lithium−benzene complex. Marshall et al. explored cation-π
interactions, modeling the approach of alkali cations to a
benzene ring from different angles and inclinations, pointing
out that nonperpendicular interactions in cation−benzene
complexes are attractive.24

In response to the controversy about charge transfer, Baker
and Head-Gordon27 studied a set of polyaromatic carbon
systems with lithium, which included the lithium−benzene
complex, and suggested that some density-functional approx-
imations may produce artificial charge transfer due to the self-
interaction error, whereas Hartree−Fock (HF) underestimates
the amount of charge transfer as a result of overlocalization.
Inspired by that work, Denis and Iribarne28 used the lithium−
benzene complex as a prototype system to understand the
interaction in lithium-doped carbon compounds, focusing on
the relationship between its symmetry and stability. Employing
highly sophisticated techniques, they concluded that charge
transfer does indeed occur.
We ask two questions that are relevant in this context: (1)

What do popular charge-distribution schemes such as NBO,
MPA, and ChElPG tell us about ground-state charge transfer in
the lithium−benzene complex? (2) How does the answer to
question (1) depend on the approximation employed for the
XC functional? As will be made clear, the admixture of HF
exchange in the functional plays a critical role. Resorting to HF
and post-HF multistate calculations, we explain why. First, we
summarize in the next section the computational methods
employed.

2. COMPUTATIONAL METHODS
Ground-state electron transfer is studied as a function of the
separation between a lithium atom and the center of a benzene
ring. A potential energy rigid scan (PES) is performed along the
coordinate of separation between the center of mass (COM) of
the benzene molecule and the lithium atom, perpendicular to
the plane of benzene (see Figure 1). This is done in a series of
unrestricted single-point calculations,29 where the lithium atom
advances toward the benzene molecule along the main
symmetry axis, while the geometry of the benzene molecule,
optimized with B3LYP/6-31G*, is kept fixed. The atom starts
its path toward the ring at 7.0 Å, moving at 0.1 Å steps, and
totaling 71 points. Initial separation of 7.0 Å guarantees
minimal interaction between the two fragments. The electronic
structure and the atomic charge on lithium are analyzed as a
function of separation. For consistency, all calculations are
carried out with the same basis set, 6-31G*, in the
computational chemistry package Q-Chem 4.3.30−32 The self-
consistent field convergence criteria are chosen such that the
Direct Inversion in the Iterative Subspace error is below 1.0 ×
10−9. For each geometry, the lowest energy solution was found
by employing the maximum overlap method (MOM)33 when
necessary.
Two sets of approximate functionals are employed. Each set

has functionals from different rungs in Perdew’s Jacob’s ladder
of approximations13 or levels of sophistication. On the one

hand, PES calculations are performed with PBE,34 PBE0,35

PBE50,36 and LRC-ωPBEPBE37 functionals. PBE is a non-
empirical generalized gradient approximation (GGA) with
exchange and correlation expressions derived from physical
constraints. The hybrids PBE0 and PBE50 are prepared by
admixing 25 and 50% of Ex

HF, respectively, as this inclusion is
believed to improve atomization energies, energy barriers, and
energy gaps in materials without impacting computational
performance.38,39 A different way of including a fraction of Ex

HF

in hybrids is through the long-range correction (LRC), as in
LRC-ωPBEPBE. In LRC functionals, the 1/r12 dependence of
the exchange potential is decomposed into an error function of
ωr12, which accounts for the amount of Ex

HF and governs the
long-range behavior, and its complementary, which corre-
sponds to pure-DFT-exchange, Ex

DFT, and rules short-range
interactions. ω is a range-separation parameter that adjusts the
distance at which the Ex

DFT vanishes.
On the other hand, BLYP,40 B3LYP,41 and CAM-B3LYP42

were used. BLYP is a simple GGA constructed by putting
together the pure-DFT Becke88-exchange43 and the Lee−
Yang−Parr correlation44 functionals. Replacing the exchange
with a mixture of Slater-,9,10,45 Becke88-, and HF-exchange and
combining VWN5-46 and LYP-correlation produces the highly
popular B3LYP hybrid. CAM-B3LYP is another LRC hybrid
prepared by using the Coulomb Attenuated Method (CAM)
for long-range exchange correction. The decomposition of 1/r12
in the calculation of Ex is done by including two parameters.
The second parameter avoids vanishing of Ex

HF at short
distances and of Ex

DFT at long distances. Notably, CAM-
B3LYP does not include Slater-exchange, as opposed to B3LYP.
In addition to the KS-DFT calculations, lithium−benzene

interaction energies are computed with HF, second- and fourth-
order Møller−Plesset perturbation theory (MP2, MP4),47 and
coupled-cluster with single and double excitations method
(CCSD).48,49

To better understand charge-transfer behavior, we employ
the equation-of-motion coupled-cluster method with single and
double excitations for electron attachment (EOM-EA-
CCSD).50−52 EOM-EA-CCSD provides information on both
ground- and excited-state PESs, allowing us to relate charge-
transfer to the interaction of the ground state and the excited
states that have charge-transfer character. Chemically important

Figure 1. Lithium−benzene complex. The lithium atom is displaced
along the z axis toward the center of the benzene ring.
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regions of the excited-state PESs are computed on a tighter
grid, such that the whole PES comprises 221 points computed
with uneven displacements ranging from 0.005 to 0.1 Å.
The partial charge on the lithium atom is computed by

means of Mulliken Population Analysis (MPA),53 natural
bonding orbital theory (NBO),54 Chemical Electrostatic
Potentials using a Grid (ChElPG),55 as well as a simple
estimate based on the magnitude of the dipole moment, μ

μ=μQ z
z

( )A
z/

(1)

where z is the separation between fragments and μ⃗ is the
dipole-moment vector defined as

∫μ ⃗ = ⃗ ⃗ ̂r n r zkd ( )
(2)

where n(r)⃗ is the ground-state electron density and k ̂ is the z-
direction unitary vector.
Interaction energy curves are calculated as the difference

between the total ground-state energy of the system, at each
point, and the sum of the energies of the isolated fragments: the
benzene molecule and the lithium atom

= − +⬡··· ⬡E z E z E E( ) ( ) ( )int Li Li (3)

3. RESULTS AND DISCUSSION
We divide the discussion into five parts. The first two parts
analyze in detail atomic charges and molecular orbitals (MOs).
The next two sections compare (single-state) KS-DFT results
with those of a multistate approach. The final section discusses
the description interaction energies.
3.1. Charge Distributions. We summarize our results of

the charge-distribution analyses in Figure 2, where the reader
can verify that the calculated charge on the lithium atom
strongly depends on both the nature of the approximate XC
functional and the charge-distribution scheme employed. We
discuss the latter dependence first.
Interestingly, in Figure 2, natural charges from NBO (blue

solid lines) and Mulliken charges (green long-dashed lines)
show opposite results. The Mulliken charge on lithium tends to
be negative. This can be understood by examining the
definition of the Mulliken charge for open-shell systems. The
charge belonging to atom A, QA

MPA, is expressed by

∑ ∑ ∑= − +
ν μ

μ
α

ν
α

μ
β

ν
β

μν
∈

* *Q Z C C C C S( )A A
A i

i i i i
MPA

(4)

where ZA is the atomic number of atom A, Cμi
α and Cνi

α* are the
matrix elements representing the alpha coefficients of the basis
functions μ and ν, respectively, in the ith MO, and Sμν is the
matrix element representing the overlap-integral between basis
functions μ and ν. The same notation applies for beta orbitals,
substituting the α superscript by β. The second term on the
right-hand side, often called the gross atomic product, is
computed by taking the sums of the product of the coefficients
of two basis functions and their overlap. If several basis
functions overlap on the lithium atom, which is the case at
short distances, the corresponding gross atomic product
increases, making the Mulliken charge more negative.
These effects had been previously observed, in general, by

Reed et al.56 and Kim et al.,57 and, in particular, for the
lithium−benzene complex by Vollmer et al.20 They pointed out
that Mulliken populations and charges are highly susceptible to

the basis set employed and become ambiguous when utilized
with diffuse basis sets.
ChElPG is an alternative to explore atomic charges. It uses

the electrostatic potential (ESP) computed from the system’s
wave function on a grid and then tries to match that ESP by
optimizing a set of trial point charges located at the nuclei.
ChElPG curves (orange short-discontinuous lines in Figure 2)
are smooth at long and medium distances, in agreement with
those of Mulliken. However, as the atom moves toward the
cavity formed by the benzene ring, ChElPG shows a sheer
behavior when the atom is too close to the ring’s surface and
the ESP is poorly described.
The dipole-based scheme of eq 1 (red dotted line in Figure

2) agrees qualitatively with Mulliken and ChElPG at medium
and large distances, but the scheme clearly breaks down at short
separations, where the classical expression for the dipole as
generated by point charges is not adequate.
In contrast with other schemes, the variations of the natural

charge on the lithium atom are solely due to changes in the
occupation of bonding and nonbonding orbitals. In the NBO
theory, orbitals are classified into three groups: nonbonding
natural atomic orbitals, orbitals involved in bonding and
antibonding, and Rydberg-type orbitals. Atomic and Rydberg
orbitals are made of basis functions of single atoms, whereas
bonding and antibonding orbitals are a combination of basis
functions of two atoms. This resembles Lewis’ idea of core, lone
pair, and valence electrons. Thus, the NBO procedure treats the
bonding and antibonding orbitals as linear combinations of

Figure 2. Charge accumulated over the lithium atom as a function of
the separation between fragments in the lithium−benzene complex.
Noteworthy, charge-distribution schemes produce diverse results. By
admixing HF exchange, the description of the charge transfer changes.
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two-atom basis functions, while Mulliken analysis treats all of
the orbitals as linear combinations of two-atom basis
functions.11 At the end, an orthonormal set of localized
maximum-occupancy orbitals is produced. The leading N
members of this set give a Lewis-like description of the total
electron density.
Notably, the NBO scheme reveals extreme behaviors,

showing either no charge accumulation on lithium at long
separations or a sudden change in the lithium charge at short
separations. BLYP and PBE are the exceptions, showing an
intermediate region in which there is an incremental
accumulation of positive charge. In all cases, the lithium natural
charges at short separations become positive and close to 1 e.
Different charge-distribution schemes thus provide qualita-

tively different results. Natural charges have the advantage of
not being as susceptible to basis-set issues as Mulliken charges
or to surface effects as ChElPG charges.20 As it will be shown in
the next section, natural charges are in agreement with the
analysis of the MOs for this system.
Figure 2 also provides a comparison between approximate

XC functionals of similar complexity. At long distances, all KS-
DFT calculations and HF go to the correct separation limit
with no partial charges on either fragment. At short separations,
all functionals and HF predict charge transfer from lithium to
benzene. However, pure-DFT functionals, BLYP and PBE,
show a different picture at intermediate separations. Namely, all
charge schemes reveal a growth of fractional, positive charge on
the lithium atom in the region between 2.3 and 1.3 Å for these
two functionals. To understand this, we analyze valence MOs
next.
3.2. Frontier Molecular Orbitals. We plot in Figure 3 the

energies of relevant alpha MOs. A correlation between the
qualitative description of charge transfer described in the
previous section, the energy difference between the highest
occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO), the character of the
frontier MOs, and the contribution of Ex

HF becomes evident.
For more clarity, we discuss first the results of the functionals of
the PBE family, shown on the right-hand side of Figure 3, and
compare them with HF (top left).
The HOMO−LUMO gap width at large separation follows

the trend

> −ω > > >HF LRC PBEPBE PBE50 PBE0 PBE

In general, the gap width decreases due to the stabilization of
unoccupied orbitals (dotted lines) and destabilization of
occupied orbitals (continuous line) following the same trend.
Notably, for separations between 1.3 and 2.3 Å, PBE and BLYP
have no gap, promoting delocalization.
As shown in Figure 2, all charge distribution schemes except

for NBO show some degree of charge transfer even at medium
distances, reflecting HOMO delocalization between the lithium
atom and the benzene ring. This is a manifestation of HOMO
hybridization. When the character of the HOMO changes, it
produces discontinuities in atomic-charge curves. PBE is the
most interesting case, so we discuss it in detail using Figure 4,
which compares HOMOs, at three characteristic separations, in
HF (Figure 4a−c), PBE0 (Figure 4d−f), and PBE (Figure 4g−
i). The reader may also refer to the Supporting Information for
additional details supporting this discussion.
On the one hand, as shown in the top row of Figure 4, the

contribution from benzene’s π bonding orbital (or A2u) (here
and later benzene orbital symmetries are based on D6h point

group) to the long-range HF HOMO increases as the
separation shortens, implying that the weight from benzene’s
basis functions is becoming predominant in the complex. As the
atom approaches the ring, larger portions of lithium’s pz and
benzene’s pz basis functions are incorporated into the HOMO,
at the expense of a smaller share of lithium’s s atomic orbitals
(compare Figure 4b and c and see Supporting Information).
Notwithstanding, we find no evidence of charge transfer in
Figure 4b and c because the lithium atom always contributes to
the HOMO.
On the other hand, inspection of the PBE HOMO at the

bottom in Figure 4 suggests that at large separation it has a
main contribution from lithium’s s orbital and a minor
contribution from benzene’s A2u orbital, similar to HF
(compare Figure 4c and i and see Supporting Information).
Nonetheless, the contribution from pz orbitals from both
lithium and benzene is marginally greater in PBE, while the
weight of lithium’s s basis functions slightly decreases. This is
reflected in a smoother and slightly more spread-out surface of
the PBE HOMO over the benzene ring.
At medium separations, the character of the HOMO in PBE

changes, in contrast with HF (compare Figure 4b and h).
Instead of having an important contribution from benzene’s π
(A2u), we see a predominant π* (E2u) antibonding character in
PBE. In the same range of separations (1.3 to 2.3 Å), HOMO
and LUMO energy curves in PBE become degenerate and
experience a kink (see Figure 3). In this region, the frontier

Figure 3. Frontier molecular orbital energies, as a function of the
separation between fragments, for each density functional approx-
imation applied to the lithium−benzene complex. When the HF
character of the exchange functional increases, the occupied molecular
orbitals are stabilized, while the unoccupied orbitals are destabilized.
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MOs consist of the E2u orbital of benzene and an s-pz
hybridized orbital on lithium (see Figure 4h). Also, natural
charges suggest that this intermediate state involves a partial
charge transfer between the lithium atom and benzene
molecule (see Figure 2).
At short separations, PBE predicts complete electron transfer

from lithium to benzene. The HOMO localizes over the
benzene ring and misses any contribution from lithium’s basis
functions. Additionally, the character of the HOMO and
LUMO changes again (compare Figure 4g and h), and the
HOMO−LUMO degeneracy is broken (see Figure 3). Thus, at
short separations, PBE and HF show the same charge-transfer
state (see Figure 2 and Supporting Information).
The PBE0 HOMO, shown at the center in Figure 4,

transforms as the HF HOMO. The main difference of PBE0
with respect to pure PBE is the absence of the intermediate-
separation state (compare Figure 4e and h). In PBE0, the
system abruptly switches from the long-range neutral state to
the short-range charge-transfer state at ∼1.65 Å (see Figures 2
and 3). Likewise, the evolution of the HOMO in PBE50 and
LRC-ωPBEPBE is analogous to that observed in HF.
The other set of functionals, including BLYP, B3LYP, and

CAM-B3LYP, follows the previous description closely, as seen
in Figures 2 and 3. As with PBE, an intermediate state is also
observed with BLYP. In the BLYP-family functionals, the trend
of the HOMO−LUMO gap is

> − > >HF CAM B3LYP B3LYP BLYP
Therefore, in both PBE and BLYP families of functionals, the
character of the frontier MOs and their energies depend
strongly upon the admixture of Ex

HF. The difference between the
functionals in each set is the proportion of Ex

HF. Our
calculations show that the HOMO−LUMO gap increases

with the amount of Ex
HF and is the largest in HF. Additionally,

functionals with a narrow HOMO−LUMO gap exhibit an
intermediate partial-charge-transfer state. The charge transfer
occurs at longer intermonomer separation in functionals with
no Ex

HF. Is the charge transfer between lithium and benzene a
real phenomenon? Which functional and which partial-charge
scheme provide the best description of the lithium−benzene
complex? We explore these questions in detail in the next two
sections of the paper.

3.3. State-Crossing. In the first two sections of this
discussion, the variation of charge accumulation on lithium was
related to a change in character of the wave function along the
lithium−benzene separation. The abrupt change in the wave
function character suggests the existence of a state crossing.
While the description of a state crossing by single-reference
methods is generally nontrivial, a few techniques are available,
including wave function stability analysis,58 symmetry-enforced
self-consistent field convergence, constrained DFT meth-
ods,59,60 and so on. To find the lowest energy solution for
each separation between lithium and benzene, we employed the
MOM by Gilbert et al.33

If the MOM is triggered on the first cycle of the self-
consistent procedure, it holds the initial configuration by
choosing occupancies that maximize the overlap of the new
occupied orbitals with the set previously occupied. In our case,
when the calculation of the PES starts from long separations,
the MOM, accompanied by reading orbitals from a previous
geometry, helps maintaining the neutral-state character
[⬡··· ·Li ]. On the contrary, starting from short separations,
the charge-transfer state [⬡− +Li ] can be enforced and kept.
Electronic energies of the neutral and charge-transfer states

obtained with the MOM are presented in Figure 5. The curves
are plotted using only those calculations in which the self-
consistent field procedure converged under tight criteria. State
crossings are clearly observed in all cases except BLYP and
PBE, both of which become unstable in the region near the
crossing. This instability is manifested by the presence of an
intermediate state seen in Figure 3. We note that the
convergence of the higher energy state is more stable when
the proportion of Ex

HF is greater, such that the most stable
MOM calculations are those of HF.
Comparison of HF and DFT state-crossing curves suggests

that the charge-transfer state in HF is displaced to higher
energies with respect to the neutral state, causing a shift of the
crossing to shorter separations. Indeed, the crossing occurs at
∼1.65 Å in all hybrid and LRC functionals, whereas in HF it is
located at ∼1.45 Å. A relative overstabilization of the charge-
transfer state in functionals, with respect to HF, is consistent
with narrower HOMO−LUMO gaps in functionals than in HF,
as discussed in Section 3.2.
The separation at which the state crossing appears in B3LYP

coincides with that at which HOMO and LUMO energies
nearly collide in Figure 3. A similar situation is observed for
PBE0, although the HOMO−LUMO gap is slightly wider. This
suggests that one could correctly estimate the position of a
state-crossing in PBE0 and B3LYP by monitoring the HOMO−
LUMO gap. However, this is not true in general.

3.4. Excited-State Calculations. The calculations dis-
cussed hitherto are based on single-referenced methods. To
better understand the physics of charge transfer in our model
system, we now calculate the interaction of the ground and
excited charge-transfer states using a method that is capable of
describing several electronic states on equal footing. For this

Figure 4. Evolution of the lithium−benzene highest occupied
molecular orbital (HOMO) as a function of the separation between
fragments, for HF, PBE0, and PBE. The HOMO adopts one character
at long separation and another one at short separation in HF and
PBE0, whereas in PBE it exhibits three different characters.
Interestingly, at separations shorter than 1.3 Å, the HOMO is
exclusively localized over the benzene molecule in all cases.
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purpose, it is possible to use a multireference method such as
multiconfigurational self-consistent field (MCSCF), multi-
reference perturbation theory (CASPT2, MRPT, MCQDPT),
or multireference configuration interaction (MRCI).61 We use
an alternative method for describing electronic states in the
lithium−benzene complex, namely, EOM-EA-CCSD. This
sophisticated treatment provides a robust description of radical
systems, correctly capturing the multiconfigurational nature of
electronic states by using a single-reference formalism.52

The closed-shell cation state [⬡··· +Li ] is taken as a reference
state in EOM-EA-CCSD, while electronic states of a neutral
complex are obtained by creating an electron on any vacant
orbital. These electronic configurations constitute single
excitations. Additionally, electronic configurations in which
the creation of an electron on a virtual orbital is accompanied
by the excitation of another electron (double excitations) are
also included in the subspace in which the Hamiltonian is
diagonalized. Thus, in the EOM-EA-CCSD formalism both the
ground and charge-transfer states of the lithium−benzene
complex are obtained as single excitations from the cation
reference state and are expected to be described with similar
quality. Therefore, EOM-EA-CCSD provides an accurate
location of the state crossing if there is one.
The results obtained with the EOM-EA-CCSD method are

presented in Figure 6. The character of the electronic states
might be derived from the shapes of the singly occupied
molecular orbitals (SOMOs) of the leading configuration for
each state. For example, in the large-separation limit, one can

clearly see electronic states corresponding to excitations on
lithium: the 1s22s1 ground state (in black), the degenerate pair
of 1s22px

1 and 1s22py
1 (in red), and the 1s22pz

1 (in orange). A
crossing of the ground and charge-transfer states is observed at
1.465 Å. At separations shorter than this, the character of the
ground state switches from a neutral state, with the SOMO
represented mainly by the 2s orbital of the lithium atom, to a
degenerate pair of the charge-transfer states, with the SOMO
being one of the π* orbitals of benzene. Note that the crossing
of the ground and charge-transfer states is a real crossing, rather
than an avoided crossing because the states involved do not mix
by symmetry. This is also true for other state crossings seen in
Figure 6. The position of the state crossing between the ground
and charge-transfer states predicted by EOM-EA-CCSD better
agrees with HF than standard-hybrid or LRC functionals, and it
disagrees with the description of pure functionals BLYP and
PBE, which exhibit an unphysical intermediate state. In contrast
with Mulliken and ChElPG, NBO charges respond consistently
with the appearance of the crossing of the neutral and ionic
states for each of the hybrid functionals and HF.
However, as it is obvious from Figure 6, the position of the

state crossing depends upon the shape and depth of the
potential curves of both the ground and charge-transfer states.
In particular, overstabilization of the ionic state results in an
early charge transfer, as is observed in BLYP and PBE. These
functionals produce an intermediate spurious state in which
fractional atomic charges increase from 0 to almost 1 in the
region between 1.3 and 2.3 Å, as seen in Figure 2. This raises a
red flag when using standard KS-DFT for modeling charge
transfer in conjugated materials: The functional needs to be
carefully selected to predict the charge transfer at the correct
separation between moieties, or alternative computational
schemes must be used. In the model system considered,
B3LYP and PBE0 are close to the correct behavior.

3.5. Interaction Energy. We now turn our attention to the
calculation of interaction energies from Equation 3. Figure 7
summarizes our results obtained via correlated wave function
methods and various density-functional approximations. As
expected, the HF equilibrium distance, ∼2.5 Å, is longer than
the distance obtained with CCSD, ∼2.25 Å, both in agreement
with those reported by Baker and Head-Gordon.27 An old
experimental study by Manceron and Andrews62 estimates a
separation of ∼1.8 Å based on gas-phase infrared spectra of
lithium−benzene in argon, but it is unclear if this corresponds
to the neutral or cationic species. A previous in silico study by
Vollmer et al.20 on the neutral complex reports 2.252 Å (black,
dashed, vertical line on Figure 7), calculated with MP2(FC)/6-
31G(d). Zhengyu et al.19 reported 2.600 Å with MP2/6-31G
and 2.511 Å with HF/6-31G(d).
In agreement with the results by Vollmer et al., we observe

that HF underbinds the lithium−benzene complex, highlighting
the importance of correlation effects. Our HF interaction
energy, −0.0031 a.u., is close to the one they reported at the
minimum: −0.0029 a.u.20 To our knowledge, the most accurate
interaction energy in lithium−benzene is −0.0078 a.u. (black,
dashed, horizontal line on Figure 7), reported by Denis and
Iribarne,28 who calculated it at the CCSD(T)/CBS level,
including corrections for core correlation and relativistic effects.
Vollmer et al.20 reported a value of −0.0092 a.u. using the
G3(MP2)63 method.
We now compare against our CCSD interaction curve to

meaningfully contrast the results from different methods
without the influence of basis set and basis-set superposition

Figure 5. Energy of the electronic states as a function of the separation
between the plane of benzene and the lithium atom, obtained by the
maximum overlap method. The neutral state is plotted with a blue line.
The charge-transfer state is depicted in green.
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errors. The minimum energy from our CCSD calculation is
−0.0114 a.u. and the separation at that point is 2.2 Å. MP2 and
MP4 show very similar results and their curves overlap in
Figure 7. Also, MP2 calculations agree with those of Vollmer et
al.20 Nonetheless, it is known that the MP methods may
overestimate the dispersion energy8 and overbind the complex.

In general, approximate DFT calculations do better than HF,
but they still underbind the complex when compared to CCSD.
Even though GGAs and standard hybrids account for local and
semilocal correlation, the long-range part of correlation is not
properly described.11 Functionals derived from PBE show
similar interaction-energy curves, with a slight decrease in the
binding energy when the amount of Ex

HF increases. That is, the
binding energy follows the trend

< −ω < ≈ <HF LRC PBEPBE PBE50 PBE0 PBE

The PBE binding energy shows an unphysical wide well near
the equilibrium separation. This is because the character of the
PBE ground state changes near the equilibrium distance
(compare Figure 4b and h), such that the repulsive side of
the well is determined by the intermediate state with partial
charge-transfer character. In other functionals of the PBE family
and in HF, this intermediate state does not exist and the charge
transfer occurs at a shorter-than-equilibrium distance, such that
neither the interaction energy nor the equilibrium position is
affected by the charge-transfer phenomenon.
A rather unexpected behavior is observed in BLYP-related

functionals. The CAM-corrected functional describes the
interaction energy better than either B3LYP or BLYP. Thus
the trend is opposite to that of PBE-related functionals: The
binding energy in the BLYP-derived functionals increases with
the proportion of Ex

HF. It is hard to point out the exact origin of
the difference because neither Ex nor Ec is easily comparable
between BLYP-related functionals. Finally, similar to PBE, the
BLYP binding curve exhibits a wider well due to a state crossing
near the equilibrium separation.

Figure 6. Energy of the electronic states as a function of the separation between the plane of benzene and the lithium atom, obtained by the EOM-
EA-CCSD method. The ground-state (GS) is plotted with a continuous black line. Dotted lines represent the first nine excited states (ESs). Singly
occupied molecular orbitals (SOMOs) corresponding to the leading configuration of each state are shown at several separations. A crossing between
the long-separation ground state, in which the SOMO is mainly localized over lithium, and a charge-transfer state, in which the SOMO localizes
exclusively over the benzene molecule, occurs at about 1.5 Å.

Figure 7. Interaction energy of the lithium−benzene complex
computed by different methods. The black dotted horizontal line
corresponds to the most accurate interaction energy in lithium−
benzene found in the literature.28 The black dotted vertical line
indicates the most accurate equilibrium distance.27 All results of the
present work are obtained in 6-31G* basis.
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4. CONCLUSIONS
We assessed how several functionals model ground-state charge
transfer and predict charge distributions in the lithium−
benzene complex. This model illustrates an all-too-common
problem in computational chemistry: With results hinging on a
delicate combination of methods, the interplay of approximate
functionals and charge-distribution schemes can lead to
drastically different qualitative pictures of ground-state charge
transfer.
Functionals with an admixture of Ex

HF are useful in describing
charge transfer in the lithium−benzene complex. The
HOMO−LUMO gap is widened when the proportion of Ex

HF

is increased, a consequence of the stabilization of the occupied
MOs and the destabilization of the unoccupied MOs.
Despite the existence of a state crossing that induces charge

transfer, the crossing occurs in the repulsive region of the
interaction curve, leaving the equilibrium region unaffected in
hybrid functionals and HF. However, the equilibrium region is
incorrectly described by pure functionals PBE and BLYP
because of a crossing with an artificial state. Ground-state
charge distributions display sharp features when state crossings
occur, as is clear from Figures 2 and 5.
While modeling the state crossing is prone to errors when

using single-reference methods, high computational cost might
hinder the use of multireference or excited-state methods for
larger systems relevant in materials science. In those situations,
rigorous functionals capable of describing charge-transfer
phenomena, or alternative computational schemes, are needed.
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ABSTRACT: The exchange−correlation (XC) local density approximation (LDA) is
the original density functional used to investigate the electronic structure of molecules
and solids within the formulation of Kohn and Sham. The LDA is fundamental for the
development of density-functional approximations. In this work we consider the
generalized Kohn−Sham (GKS) theory of hybrid functionals. The GKS formalism is an
extension of the Kohn−Sham theory for electronic ground states and leads to a vast set
of alternative density functionals, which can be estimated by the LDA and related
methods. Herein we study auxiliary electronic systems with parametrized interactions
and derive (i) a set of exact equations relating the GKS XC energies in the parameter
space and (ii) a formal relation between the parameters and the standard XC derivative discontinuity. In view of the new results
and previously reported findings, we discuss why the inclusion of Fock exchange, and its long-range-corrected form (in the
ground-state calculations and in linear-response Kohn−Sham equations), dominate over the generalized gradient corrections to
enhance the quality of the fundamental gap and to enhance excitation-energy estimations. As an example, we show that the
adiabatic CAM-LDA0 (a functional with 1/4 global and 1/2 long-range Hartree−Fock interaction, respectively, a range
separation factor of 1/3, and pure LDA exchange and correlation) works for electronic excitations as well as the adiabatic CAM-
B3LYP functional.

■ INTRODUCTION

Calculations based on the theory of density functionals are
customary in the study of electronic properties of materials.
Unfortunately, the number of density-functional approxima-
tions grows, and grows, up to the point where the user
(including the authors of this work) might be unsure about
which functional should be used and why. Modern functionals
are usually parametrized combinations of various objects
including orbitals, gradients of the electronic and orbital
densities, attenuated electron−electron interactions, etc. One
can make matters more intricate by recombining already
parametrized density functionals to propose a new approx-
imation.
The work of Kohn and collaborators establishes the

electronic density as a variable that can be used to determine
all the properties of the system. The useful formalism of Kohn
and Sham employs a single Slater determinant, where its
orbitals, when subject to the exact exchange−correlation
potential, yield the ground-state energy and electronic density
of the system. Nowadays, many variations of the Kohn−Sham
(KS) method are available, making accessible the calculations
for molecular dynamics, thermodynamical statistics, and
spectroscopy, among others.
The first density-functional approximation (DFA) within KS

density-functional theory (DFT) includes correlation and is
able to reproduce the ground-state properties of the
homogeneous electron gas: a system where many electrons
lie in a large periodic box, in such a way that they are properly
described by plane waves and a continuum energy spectrum.

Such a functional is known as the local density approximation
(LDA), and it is decomposed into kinetic, Hartree, and
exchange−correlation (XC) contributions. To study molecules,
the XC contribution is used within a set of single-particle
Schrödinger equations. The XC LDA energy functional yields a
local, multiplicative effective potential that the noninteracting
electrons are subject to. This XC functional depends only on
the electronic density.
The inclusion of a fraction of the Hartree−Fock orbital-

exchange operator in the approximated KS equations helps to
improve the estimation of binding energies,1 lattice constants,2

fundamental gaps,3 and excitation energies.4 The justification
for addition of nonlocal exchange to improve the electronic
structure calculations derives from the adiabatic connection
formula1 and density-functional perturbation theory.5 An
application of this justification is the famous recipe by Perdew
et al.6 to include 25% of Hartree−Fock exchange in the
generalized gradient approximation (GGA) XC energy. If the
GGA functional is the popular PBE,7 then one obtains the
PBE0 approximation,8,9 an XC functional with only one
parameter. In contrast, the most successful functionals are
hybrids with more than three empirical parameters. The
hybridization typically consists of combining different types of
exchange and correlation functionals, leading to approximations
like CAM-B3LYP.10
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The formulation of Kohn and Sham, strictly speaking,
demands employing a local, multiplicative, XC potential, in
other words, that all the orbitals (virtual and occupied) are
subject to the same XC potential. We will refer to this
formalism as standard KS theory. An alternative formal
theoretical framework to incorporate Hartree−Fock (HF)
exchange, or a fraction of it, in the single-particle Schrödinger
equation is known as the generalized Kohn−Sham (GKS)
method:11 Instead of using an auxiliary model of noninteracting
electrons, as in KS DFT, Seidl et al.11 introduced a system of
interacting electrons, where the interaction is described by
means of a simplified functional of the orbitals, which can
depend on parameters. An example of such a tractable
interaction is the HF repulsion, often seen as “2J−K”. Then,
the premise in GKS DFT is that one can approximate a residual
functional, similar to the XC energy functional, that corrects the
energy and density of the auxiliary system of interacting
electrons in such a way that they are close to the corresponding
true ground-state values. There is an uncountably infinite
number of possible auxiliary systems of electrons, the KS
electron system is one of them.
Within the generalization of KS DFT,11 if a fraction of HF

exchange is used, then the rest of the exchange energy is
calculated using a fraction of the LDA exchange. In general, the
GKS method allows us to split the energy into a residual and a
nonlocal, parametrized energy. The LDA can be used to
estimate the former. In other words, the residual energy is
approximated using only an integral over a local function of the
density. In the homogeneous electron gas limit, the parameters
defining the nonlocal exchange are free. These parameters are
related to the addition of nonlocal interactions, their splitting
into long- and short-range contributions, and the mixings of
different correlation functionals.
The GKS formalism is very broad, and its explicit formulas

for the residual energies shown in this study for functionals like
PBE0, or CAM-B3LYP, have not been highlighted elsewhere.
The residual energies are weighted sums of exchange and
correlation energy functionals. These functionals are different
from those defined in standard KS theory. We derive a
Koopmans’ theorem, and an exact relation between the
parameters and the XC derivative discontinuity from standard
KS theory. We show how the Coulomb-attenuated method
(CAM) can be approached in the GKS framework. A new
equation relating the exact XC energies in the parameter space
is presented in this work. We suggest that, with respect to the
generalized gradient corrections, the inclusion of a fraction of
nonlocal exchange in the single-particle Schrödinger equations
tends to be an overweighing factor to obtain improved
excitation energies. In view of this, here we study: (i) A one-
parameter method, consisting in mixing Dirac exchange with
HF exchange, while using a 100% LDA correlation. The
resulting functional is LDA0,12,13 in essence PBE0 without
gradient-dependent terms. (ii) A three-parameter method, i.e.,
the one-parameter method with Coulomb attenuation. We
propose that the adiabatic CAM-LDA0 functional (exact for the
homogeneous electron gas) can be used as a slightly less
expensive alternative to the adiabatic CAM-B3LYP for linear-
response calculations. A cautionary remark, the percentage of
HF exchange is not universal, it varies depending of the type of
application.14,15 Thus, careful judgment and tuning of
parameters are advised, as in the application of any other DFA.
The LDA0 is a functional with little use reported in the

literature. We note that it has been used to study vacancies in

magnesium oxide12 and irradiated silicon carbide.13 On the
contrary, the functional (adiabatic) CAM-LDA0 has not been
considered previously.

■ BACKGROUND THEORY
Suppose n is a given electronic density. It can correspond to
that of the true ground state, or a superposition of excited
states. Define the energy (Gλ) of a system of electrons,
described by a single Slater determinant, which interact through
a partial Coulomb interaction:16

λ= ⟨Φ| ̂ + ̂ |Φ⟩λ Φ→
G n T W[ ] min

n (1)

where λ > 0 and T̂ and Ŵ are the kinetic and repulsion energy
operators, respectively. In second quantization, T̂ reads 1/
2∫ d3r∇ψ̂†(r)·∇ψ̂(r), and Ŵ = 1/2∫ d3r d3r′ ψ̂†(r′) ψ̂†(r) w(|r−
r′|) ψ̂(r) ψ̂(r′). The function w is the Coulomb repulsion
potential. The value of the functional Gλ at n is obtained by a
constrained minimization over single Slater determinants giving
the density n. This minimization problem is solved using
Lagrange multipliers and leads to a local potential us

λ and a set
of orbital energies {ϵa

λ}. The orbitals used to form the Slater
determinant satisfy the following equation:

λ ϕ ϕ− ∇ + ̂ + ̂ + = ϵλ
λ λ λ λ⎡

⎣⎢
⎤
⎦⎥j v ur r r r r

1
2

( ( ) ( )) ( ) ( ) ( )a a a
2

x, s

(2)

where j(̂r) and vx̂,λ(r) are the local Coulomb and HF exchange
potential operators. The potential us

λ forces the orbital densities
to satisfy ∑aνa|ϕa

λ(r)|2 = n(r), for all r; {νa} are the occupation
numbers. We will denote the term enclosed by square brackets
in the above equation as fλ̂, a Fock operator. The total number
of electrons, N, satisfies N ≥ 2; otherwise, Gλ = G0.
The electronic energy density functional is written as Ev[n] =

F[n] + ∫ d3r v(r) n(r), where v is the one-body external
potential. F is the Levy17 constrained-search functional, F[n] =
min {⟨Ψ|T̂ + Ŵ|Ψ⟩|Ψ → n}. This search is performed over the
Hilbert space of fully correlated wave functions.
Denote Φ̃λ[n] as the optimal single Slater determinant that is

the solution to the minimization problem shown in the right-
hand side of eq 1. We can define a partial Hartree−XC (HXC)
energy as follows:

λ= − ⟨Φ̃ | ̂ |Φ̃ ⟩ +λ
λ λ

λE n W E n[ ] (1 ) [ ]HXC c (3)

The interaction term ⟨Φ̃λ|Ŵ|Φ̃λ⟩ is a density functional, and it
can be expanded as EX

λ[n] + EH[n], where EH[n] is the (usual)
Hartree repulsion energy, 1/2∫ d3r′ d3r n(r) n(r′) w(|r−r′|).
The exact exchange energy functional, EX

λ , is thus given by
the difference ⟨Φ̃λ|Ŵ|Φ̃λ⟩ − EH[n]. Under these definitions, if
we expand the Levy energy F as Gλ + EHXC

λ , we find that the
correlation energy readsa

= ⟨Ψ̃| ̂ + ̂ |Ψ̃⟩ − ⟨Φ̃ | ̂ + ̂ |Φ̃ ⟩λ
λ λE n T W T W[ ]c (4)

Here Ψ̃ is the optimal correlated wave function required to
compute the F functional at n. The above expression is similar
to the correlation energy defined in KS-DFT. Ec

λ corresponds to
the usual correlation energy of KS-DFT if λ = 0. In general,
within the exact framework, EX

λ ≠ EX
0 and Ec

λ ≠ Ec
0, for λ > 0.

The LDA is exact for the uniform electron gas (UEG). In the
UEG limit, the calculation of Gλ requires solution of the
Hartree−Fock problem, where the charge of the electron is
scaled by a factor of √λ. The functional Gλ[n] reads T

TF[n] +
λEHX

LDA[n], where TTF is the Thomas−Fermi kinetic energy
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functional, and n = N/V (V is the UEG volume). The partial
LDA for the HXC energy is

λ= − + +λE n E n E n E n[ ] (1 )( [ ] [ ]) [ ]HXC
LDA,

H X
LDA

c
LDA

(5)

By adding Gλ and EHXC
LDA,λ together, we then recover the exact

energy functional for the UEG limit for any value of λ.6 Hence,
ELDA[n] = TTF[n] + EHXC

LDA[n].

■ COULOMB-ATTENUATED METHOD
Further parametrizations can be introduced for the auxiliary
system of electrons. One can split the Coulomb interaction
between two electrons using long- (lr) and short-range (sr)
contributions. Such splitting requires an additional parameter,
μ. In general, one can write w(x) = wμ

lr(x) + wμ
sr(x). If the error

function is used to separate the Coulomb interaction, then
wμ
lr(x) = erf(μx)/x, and wμ

sr(x) = erfc(μx)/x. To include a
fraction of long-range Fock exchange, let us define the
functional

λ ζ= ⟨Φ| ̂ + ̂ + ̂ |Φ⟩λ ζ μΦ→
G n T W W[ ] min

n
,

lr

(6)

Ŵμ
lr is the lr electron−electron repulsion operator; this operator

is obtained by replacing w by wμ
lr in the definition of Ŵ. In this

case, the constrained search is also carried out over the space of
single Slater determinants. The corresponding partial HXC
energy functional can be shown to be of the form

λ ζ ζ= + − − +λ ζ λ ζ λ ζ λ ζE n E n E n E n[ ] [ ] (1 ) [ ] [ ]HXC
,

c
,

HX
,

HX
sr, ,

(7)

The definition of the functionals involved is as follows: Ec
λ,ζ[n]

= F[n] − ⟨Φ̃λ,ζ|T̂ + Ŵ|Φ̃λ,ζ⟩, EHX
sr,λζ[n] = ⟨Φ̃λ,ζ|Ŵμ

sr|Φ̃λ,ζ⟩, EHX
λ,ζ [n]

= ⟨Φ̃λ,ζ|Ŵ|Φ̃λ,ζ⟩. The function Φ̃λ,ζ is that which minimizes the
expectation value required to calculate Gλ,ζ at n.
Equation 7 is a weighted sum of exchange energies and 100%

correlation. In general, if one accounts partially for exchange
and/or correlation including orbital-dependent forms (in the
calculation of a functional like Gλ,ζ), then the remaining
portions of XC energy can be quantified using an explicitly
density-dependent approximation, such as an LDA, or GGA. A
remark: Definition of the auxiliary system is required prior to
assigning the residual energy to be estimated with the LDA/
GGA. For example, after setting λ, ζ, and μ, one can apply the
LDA/GGA to estimate EHXC

λ,ζ . But enhancing this approximation
requires a new methodology because Φ̃λ,ζ, in contrast to Φ̃0,0
(from standard KS theory), describes the auxiliary system of
electrons.
The use of parametrized interactions is an alternative to using

standard KS orbitals as density functionals to calculate very
accurate, and somewhat expensive, XC potentials, for instance,
as in the exact exchange18 and ab initio DFT methodologies.19

The above definitions encompass the Coulomb-attenuated
method, formalized here within GKS theory. The parameters
can be identified as α = λ and β = ζ. The long-range-corrected
(LRC) method is obtained by simply setting λ = 0 and ζ = 1;
the only parameter is the separation factor μ. In addition, extra
parameters can be introduced to split the different functionals
involved in eq 7 while obeying the UEG limit. For example, one
can mix the LDA and GGA functionals: EY[n] = a0EY

LDA[n] + (1
− a0) EY

GGA[n], where Y is either “X” or “c”; the expansion is
applicable to any of the different energy forms, sr, lr, λ, and/or
μ dependent. These types of mixed functionals are well studied
with respect to training sets. Deciding which functional should
be used can be challenging.20

The energy functional, Ev[n], reads

∫= + +λ ζ
λ ζE n G n E n v nr r r[ ] [ ] [ ] d ( ) ( )v , HXC

, 3
(8)

The total electronic energy is independent of the parameters λ,
ζ, and μ. For instance, suppose that the density is fixed.
Differentiation of both sides of the above equation with respect
to λ leads to

λ λ
∂

∂ = − ∂
∂

λ ζ
λ ζG E, HXC

,

(9)

In a similar fashion one obtains ∂Gλ,ζ/∂ζ = −∂EHXCλ,ζ /∂ζ.
Define the energy operator as

∫λ ζ̂ = ̂ + ̂ + ̂ + ̂λ ζ μ
λ ζn T W W u n nr r r[ ] d [ ]( ) ( ),

lr 3
s

,

(10)

where n ̂(r) is the density operator and us
λ,ζ[n] is the Lagrange

multiplier required to solve the constrained search defining
Gλ,ζ[n]. Consider the following auxiliary energy functional:

∫
= ⟨Φ̃ | ̂ |Φ̃ ⟩
= +

λ ζ λ ζ λ ζ λ ζ

λ ζ
λ ζ

n n

G n u n nr r r

[ ] [ ]

[ ] d [ ]( ) ( )

, , , ,

,
3

s
,

(11)

The wave function Φ̃λ,ζ minimizes the expectation value of
̂
λ ζ n[ ], over the space of single Slater determinants (this

minimization gives rise to the GKS equations, e.g., eq 2).
Hence, invoking the Hellmann−Feynman theorem, we arrive at

λ λ
∂

∂ = ⟨Φ̃ | ∂
∂ |Φ̃ ⟩λ ζ

λ ζ
λ ζ

λ ζ
n[ ],

,
,

, (12)

Expand both sides of this equation using eqs 10 and 11 and
observe that

λ
∂

∂ = ⟨Φ̃ | ̂ |Φ̃ ⟩λ ζ
λ ζ λ ζ

G
W,

, , (13)

If we set ζ = 0, use the above result to integrate both sides of eq
9, and rearrange the result, we obtain

∫ λ= − ′ ⟨Φ̃ | ̂ |Φ̃ ⟩λ
λ

λ λ′ ′E n E n W[ ] [ ] dHXC
,0

HXC
0

,0 ,0 (14)

where EHXC = EHXC
0,0 is the HXC energy of standard KS theory.

After applying the above analysis to the parameter ζ, we can
express EHXC

λ,0 in terms of ζ. This yields

∫
∫

λ

ζ

= − ′ ⟨Φ̃ | ̂ |Φ̃ ⟩

− ′ ⟨Φ̃ | ̂ |Φ̃ ⟩

λ ζ
λ

λ λ

ζ

λ ζ μ λ ζ

′ ′

′ ′

E n E n W

W

[ ] [ ] d

d

HXC
,

HXC
0

,0 ,0

0
,

lr
, (15)

This equation can be further simplified by elimination of the
Hartree energies, which are independent of λ and ζ. The final
result is

∫ ∫λ ζ= − ′ − ′λ ζ
λ

λ
ζ

λ ζ′ ′E n E n E n E n[ ] [ ] d [ ] d [ ]XC
,

XC
0

X
,0

0
X
lr, ,

(16)

where EX
lr,λ,ζ[n] = ⟨Φ̃λ,ζ|Ŵμ

lr|Φ̃λ,ζ⟩ − EH
lr [n]; the lr Hartree energy

is obtained after replacing w by wμ
lr in its definition formula. The

above equation is an exact relation between XC energies in the
parameter space. If the standard XC energy is known, then
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subtracting from it the integrated, nonattenuated, and long-
range exchange energies gives the XC energy for the auxiliary
system defined by λ and ζ.
Generally, if a functional Gz is defined, where the electron−

electron interaction is parametrized in terms of a vector of
parameters, z, then Gz is related to the corresponding HXC
energy by the equation ∇EHXC

z = −∇Gz (the gradient is taken
with respect to the parameters). The integrated form of this
relation is

∫− = − ·∇
γ

E E Gzdz z
zHXC HXC

1 0

(17)

where γ is a trajectory in the parameter space connecting the
points z0 and z1. The difference between HXC energies is
independent of the path because the integrand field is
conservative: ∮ dz·∇Gz = 0.
Equation 17 expresses the equivalence between different

auxiliary electronic systems to calculate the exact ground-state
electronic energy (regardless of the parametrization, the
functional Ev is always the same). However, the electronic
energy approximated by any hybrid DFA does indeed depend
on the parametrization of the auxiliary system. Because of this,
all the current, hybrid DFAs do not satisfy the condition shown
in eq 17.

■ KOOPMANS’ THEOREM AND THE FUNDAMENTAL
GAP

Let us consider a system where the number of electrons is N, a
positive even integer. The ground-state energy of the system is
obtained by minimizing the energy functional Ev over densities
that yield N electrons. For the ground-state density, nN

gs,
suppose that the local potential representing the density of the
system is u ̃sλ, and the auxiliary Slater determinant is Φ̃N,λ. It can
be shown that this potential is given by δEHXC

λ /δn(r) + v(r),
where the functional derivative is evaluated at nN

gs. The Lagrange
multiplier, ũs

λ, has contributions from the partial Hartree-XC,
and the one-body external potentials; the latter could be of the
form −∑αZα/|r−Rα|. Let us define the following electronic
energy operator:

∫λ̂ = ̂ + ̂ + ̃ ̂λ
λT W u nr r rd ( ) ( )3

s (18)

Suppose that us̃
λ is frozen. It is straightforward to derive a

Koopmans’ theorem for the LUMO energy. This reads

ϵ = ⟨Φ′ | ̂ |Φ′ ⟩ − ⟨Φ̃ | ̂ |Φ̃ ⟩λ
λ λ λ λ λ λ+ +N N N NL 1, 1, , , (19)

where ΦN+1,λ′ is the single Slater determinant describing the
auxiliary system where the LUMO (of the N-electron system in
its ground state) is fully occupied.
A relevant result for the present, exact formulation is that the

HOMO energy ϵH
λ equals the negative of the vertical ionization

energy.16,21,22 This derives from the definition of the energy Gλ,
which demands that the orbitals yield the ground-state density.
In the asymptotic region of the real system of electrons, the
exponential decreasing rate of the ground-state density is
governed by the ionization energy.21 For the auxiliary system of
partially interacting electrons, the decreasing rate of the density
is determined by the HOMO energy.23,24 Therefore,16 ϵH

λ = −I.
In Hartree−Fock theory there is no correlation energy

functional, and the Hartree−Fock HOMO−LUMO gap is
larger than the fundamental one. Thus, an interaction strength
0 < λ ≤ 1 could be appropriate to improve the gap estimation.

Although, strictly speaking, any positive real value of λ can be
considered. Perhaps, large values of λ can be useful to study
strongly correlated systems.
The LUMO energy is a function of the parameter λ. In

standard KS-DFT λ = 0; all the KS electrons are subject to the
same local potential. Furthermore, practical calculations
indicate that the KS HOMO−LUMO gap underestimates the
fundamental gap of the system.25 In the asymptotic region, for
example, the exact HXC potential decays as (N − 1)/|r|, this
potential is felt by the LUMO level as well. On the contrary, if λ
= 1 the system displays a full dependency on the two-body
interaction operator, which assigns different orbitals different
interaction fields. The LUMO is screened by N electrons.
Therefore, the LUMO energy with respect to the ionization
energy is raised. For an in-depth discussion, see ref 26.
An analysis of the process of removal and addition of a very

small amount of electron charge (using the grand canonical
ensemble statistics) reveals that the affinity (A) of the molecule
is related to the LUMO energy (λ = 0), and the XC potential,
through the expression27 (−A) = ϵL

0 + ΔXC. The discontinuity
of the XC potential, ΔXC, is limΔN→0

+ vXC(N + ΔN) −
vXC(N−ΔN). This quantity is required to widen the KS
HOMO−LUMO gap, so it matches the fundamental gap of the
system. Within the exact GKS formulation, one can find the
best value of the mixing parameter (λ*) such that the GKS
HOMO−LUMO gap matches the fundamental gap of the
system.
Assuming ΔXC is given, λ* is calculated by solving the root-

finding problem:

∫ λ
λ

Δ = ϵ − ϵ − ϵ − ϵ
= ϵ − ϵ

λ λ

λ
λ λ

* *

*
[ ] [ ]

d
d

d
[ ]

XC L H L
0

H
0

0
L H (20)

The ionization theorem (ϵH
λ = −I) simplifies the root-finding

problem as ΔXC = ∫ 0
λ*dλ dϵL

λ/dλ. The LUMO energy, ϵL
λ can be

expressed as the expectation value ⟨ϕL
λ |fλ̂|ϕL

λ⟩. Now, we have
that (the Fock operator is hermitian)

λ
ϕ

λ
ϕ

ϕ
λ

ϕ
ϵ = ⟨ |

̂
| ⟩ + ⟨ | ̂ | ⟩ +

λ
λ λ λ

λ

λ
λ

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

f
f

d
d

d

d

d

d
H.c.L

L L
L

L
(21)

Given that fλ̂|ϕL
λ⟩ = ϵL

λ |ϕL
λ⟩, the terms in square brackets in the

above equation can be written as ϵL
λ d⟨ϕL

λ |ϕL
λ⟩/dλ, which is null

because the LUMO is normalized. Hence, we obtain the
following relation:

∫ λ ϕ ϕΔ = ⟨ | ̂ − + ̂ | ⟩λ
λ

λ
λ

λ
λ

*
v u odXC

0 L x, x L (22)

where oλ̂ is a residual operator. It reads

λ
λ

λ
λ λ

̂ = − + ̂ +λ

λ
λ

λ
o

u v u
(1 )

d
d

d

d
d
d

x x, c
(23)

here ux
λ = δEX

λ/δn and uc
λ = δEc

λ/δn. Equation 22 is exact. It
extends the first-order approximation of Seidl et al.,11 which
shows that the discontinuity depends on the difference between
the orbital averages of the local and nonlocal exchange
potentials.11 Equation 22 suggests that the correlation effects
manifest, implicitly, through the dependency on λ of the
LUMO, correlation, and exchange potentials.
The LDA exchange and correlation potentials are independ-

ent of λ, then oλ̂ = 0. Setting λ = 0 in the integrand of the right-
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hand side of eq 22 leads to the gross estimator λ* ≈ ΔXC/⟨ϕL
0|

vx̂,0 − ux
LDA|ϕL

0⟩. In general, the value of λ* used to reproduce
the discontinuity is a function of the system because ΔXC and
the ground-state orbitals are determined by the external
potential and the number of electrons of the system. In
practice, for solid structures it was found that the optimal
amount of HF exchange correlates with the inverse of the
dielectric constant, estimated by using a standard DFA such as
PBE.28,29

Equation 20 is valid for any DFA, where the discontinuity
reads30 Iapp − Aapp − [ϵL

0 − ϵH
0 ]. The superscript “app” is used

to indicate that the ionization, or affinity, potential is obtained
from explicit calculations with the selected DFA; three self-
consistent calculations are performed, each one for N − 1, N,
and N + 1 electrons. In molecules, one can estimate the energy
gap using any DFA by simply minimizing the ground-state
energy of the molecule for different number of electrons.
Within this approach there are errors in the ground-state
energies associated with the size of the basis set and the self-
interaction error (which is critical when the number of
electrons changes). In solids, however, a direct calculation of
the gap by changing the number of electrons, which does
require adding/removing a very small charge to/from the unit
cell, is very challenging because of the delocalization of charge.
Unfortunately, due to the continuous differentiability of the
LDA, and GGA, XC energies, the quasiparticle gap is
underestimated, hence the need for ΔXC.
The relation between the parameters and the derivative

discontinuity can also be generalized to the many-parameter
case (assuming that the ionization theorem holds). Equation 20
can be written as

∫ ϕ ϕΔ = ·⟨ |∇ ̂ | ⟩
γ*

fzd z
z z

z
XC L L (24)

where γ* is a trajectory between the point where the interaction
is absent (z = 0) and the point (z*) that reproduces the
discontinuity. The quantities on the right-hand side are
functions of the auxiliary interaction. The specific evaluation
of the Fock operator fẑ depends on the explicit form of the
parametrization. It is possible that there is a large set of
parameters satisfying the above equation, and that there are
points in the parameter space where the LUMO energy is a
nonanalytic function, which could be the case if there is orbital
crossing (a situation where the integration can be trajectory-
dependent).

■ DYNAMICS AND LINEAR RESPONSE
Suppose a local time-dependent (td) potential, us

λ(rt) is given.
The Hamiltonian describing the auxiliary system of electrons is

∫λ̂ = ̂ + ̂ + ̂λ
λ λu t T W u t nr r r[ ]( ) d ( , ) ( )s

3
s (25)

The evolution equations can be derived by stationarizing the
action

∫Φ = ⟨Φ | ∂ − ̂ |Φ ⟩λ
λ

λu t t u t t[ , ] d ( ) i [ ]( ) ( )N

T

N t Ns
0

s

(26)

under the constraint that the state of the system is described at
all times by a single td Slater determinant. The evolution
equations for the orbitals are then of the form i∂ϕa(t) =
fλ̂(t) ϕa(t), where fλ̂(t) = −1/2∇2 + λ(j(̂t) + vx̂,λ(t)) + us

λ(t).

For a given interaction strength, λ, and initial state, ΦN(0), as
a simple extension of the Runge−Gross theorem,31 there is a
one-to-one correspondence between the space of local, auxiliary
td potentials and the space of electronic densities.32 To
reproduce the td electronic density of the real system of
electrons, the orbitals are propagated self-consistently using a td
potential ũs

λ(t) = uHXC
λ (t) + v(t), where v(t) is the total td one-

body external potential of the system, which might include the
driving scalar field, i.e., a laser field. One can introduce a proper
XC action functional in such a way that

λ
δ

δ
δ

δ
= − ̷

̷ + ̷
̷ +λu t

n t n t
g tr

r r
r( , ) (1 )

( , ) ( , )
( , )XC

X c
XC (27)

where gXC is a memory term that vanishes in adiabatic
approximations. The functional derivative symbol is defined as
a symmetry operation in the Keldysh space that avoids a
causality paradox.33 The adiabatic approximation is obtained by
replacing the actions in the above equation by the
corresponding ground-state analogues. The resulting adiabatic,
partial HXC potential is uHXC

A,λ (r,t) = (1 − λ)uHX
gs [n(r,t)] +

uc
gs[n(r,t)]. For example, if Dirac exchange34 is used, we find
uX
gs(r,t) = −4/3CXn

1/3(r,t); the Hartree potential is adiabatic.
Equations 16 and 22 indicate that local and nonlocal

exchange energies, and potentials, are quite relevant quantities
to explore the relationship between the ground-state GKS XC
energies, the XC derivative discontinuity, and the space of
parameters. In addition, there is a close connection between the
ground-state parametrized methods and their linear-response
extensions. In a zero-order electronic transition, an electron is
promoted from an occupied orbital to a virtual one. The linear-
response formalism, roughly speaking, leads to the correction of
this type of excitation, where the zero-order transition is shifted
in the energy scale by the kernel. The approximated adiabatic
kernels in general provide a small shift, usually insufficient to
estimate electronic excitations in molecules: It is known that a
purely local XC kernel in standard KS theory, like the adiabatic
LDA, often produces an unsatisfactory optical gap. In both the
td and ground-state cases, with respect to pure HF calculations,
the relaxation and compression of the orbital levels caused by
the XC LDA potential is excessive. The addition of an
appropriate fraction of orbital exchange reduces these effects by
inducing orbital-specific screening. Nonetheless, the gradient-
based corrections to the XC LDA, present in functionals like
PBE, do not seem to produce a significant change on this
widening of orbital levels, as we report in the next section.

■ DISCUSSION

To study the effect of λ, and ζ, we chose a subgroup of the
benchmarking set previously reported by Peach et al.4 The
subset maintains an even balance between the number of
charge-transfer and local excitations. Here we analyze the
excitation energies of the following molecules: HCl, CO, 4-
(N,N-dimethylamino)benzonitrile (DMABN), dipeptide, β-
dipeptide, N-phenylpyrrole (PP), anthracene, and some
polyacetylene (PA) oligomers. To refer to td functionals, we
affix an “A” to the acronym of their respective ground-state
approximation. We compare the performance of the adiabatic
functionals: APBE0 (λ = 0.25), ALDA0 (λ = 0.25), ALDA1 (λ
= 0.3), and ACAM-LDA0. Additionally, we include the data
corresponding to AB3LYP and ACAM-B3LYP, calculated by
Peach et al.4
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First, we optimized all the molecular geometries employing
the basis set 6-31G* for each functional, PBE0, LDA0, and
LDA1. In most cases, the excitation-energy calculations with a
certain adiabatic DFA were performed at the molecular
geometry obtained with its ground-state equivalent functional.
For the calculations with ACAM-LDA0 we use the LDA0
geometry. And, for β-dipeptide the LDA0 optimal geometry
was employed for all the excitation calculations. The linear-
response TDDFT computations were carried out with the
correlation-consistent, polarized, triple-ζ (cc-pVTZ) basis set,
except for CO, for which we used d-aug-cc-pVTZ (as suggested
in ref 4). Our calculations were run using the NWChem suite.35

We observed that convergence of the linear-response
calculations with the adiabatic LDA0 functional is twice as fast
as with APBE0; both functionals display very close mean
absolute errors, Figure 1. The excitation energies from ALDA0

are around 0.1 eV less than those obtained using APBE0. Also,
for this set of excitation energies, both APBE0 and ALDA0
yield similar numbers as AB3LYP. Increasing the amount of
Fock exchange raises the excitation energies with respect to
APBE0. Consider, for example, LDA with λ = 0.3, which we
denoteb LDA1 (Table 1). ALDA1 gives a slightly better
accuracy than ALDA0 (Figure 1). Note, however, that APBE0,
ALDA0, and ALDA1 are unable to describe properly the
charge-transfer (CT) excitation energies as the ACAM-B3LYP
functional does. The solution to improve the description of
such processes is the addition of the long-range HF exchange
contribution. Why does this work? The addition of nonlocal
exchange increases the excitation energies but does not raise
the CT values high enough. One might try to further increase λ,
but this would cause errors in the non-CT excitations. Long-
range Fock exchange raises effectively the energy of the long-
range excitations, which are essentially of the CT type. For local
excitations, the long-range HF exchange has little effect.
The method of Yanai et al.10 (the creators of CAM) is an

extension of the work of Tsuneda et al.,37 who showed that
partitioning of the Coulombic interaction and use of Fock
exchange for the lr interactions were of practical utility. These
studies focus only on exchange interactions. The effect of
nonlocal correlations is rather unexplored. Recently, hybrid
functionals combining MP2 and local functionals have been
proposed (we refer the reader to ref 38 for more information).
The inclusion of MP2 can also be analyzed within the GKS
framework.
The gradient corrections to the adiabatic LDA0 functional have

little ef fect on the excitation energies. For example, we reduced

CAM-B3LYP to CAM-LDA0. This latter functional consists in
setting λ = 1/4, ζ = 1/2, and μ = 1/3, whereas the residual parts
of exchange and correlation are treated with LDA only. The
factor μ = 1/3 comes from the study of Tsuneda et al.,37 and ζ
= 1/2 derives from the work of Yanai et al.10 The performance
of ACAM-LDA0 agrees with that of ACAM-B3LYP, Figure 1.
The former functional leads to computer times reduced by
about 30% with respect to ACAM-B3LYP. The cost cannot be
reduced further due to the use of the error function. In settings
where computational resources are limited or need to be shared
among many users, some reduction of power demands might
be desired. Approximation and speed-up of exchange integrals
is an ongoing field.39,40 If a boosting algorithm can be applied
to a functional like the adiabatic CAM-LDA0, then the savings
could be increased.
The tendency of gradient-dependent terms to produce small

contributions to the excitation energies, for the standard theory
(no parameters, λ = 0), can also be inferred from earlier studies.
For instance, the data reported in refs 41−43 suggest that for
low-lying excitation energies the results change by small
amounts when switching from the adiabatic XC PBE functional
to ALDA.
The purpose of the gradient corrections to the LDA XC

energy is mainly to extend the LDA functional to the
inhomogeneous electron gas case. To investigate atoms and
molecules, the gradient-corrected functionals give slightly more
accurate ground-state properties than the LDA. In a
dissociation process, for example, the curvature of the density
increases due to the reduction of the density in the bonding
regions. Because the GGAs somewhat account for this, the
binding energies are improved. In contrast, the LDA0, or CAM-
LDA0, is less suited for describing binding energies.
A question that might come to mind is, “Should the ground-

state XC potential be the same as the td one?” The answer
depends on the type of application, the user needs, the
hardware available, etc. For example, there are molecules for
which combining LDA0 ground-state calculations with an
excitation-energy analysis based on the ALDA0 XC potential
could be enough. In addition, for calculation of forces and
atomic motions, it can be convenient to use the same
functionals with gradient corrections. On the contrary, there
might be cases where one needs an accurate geometry from a
different methodology and could simply use a functional like
ALDA0, or its CAM version. From the perspective of rigorous
TDDFT, however, it must be remarked that the improved, td
XC potential should feature dependence on the initial state and
the evolution of the electronic density, i.e., memory depend-
ence. Thus, an improved, td XC potential should extend its
ground-state counterpart and display a different algebraic
structure.
The errors shown in Figure 1 indicate that introduction of

the parameters λ, ζ, and μ (alternatively, α, β, and μ) is useful
to improve optical properties. Interestingly, the GKS formalism
allows for inclusion of many types of auxiliary interactions
between the auxiliary electrons to enhance the approximations
in standard KS theory. It would be desirable to have a reference
system where the value of the parameters λ, ζ, μ could be
estimated. The concept of the electron gas, which offers a vast
set of physical gapless systems, has been originally used to
obtain local and semilocal approximations. The way it was
traditionally used might discourage employing these systems to
estimate parameters like λ, ζ, and μ. However, downscaling the
electron gas model to small volumes leads to non-negligible

Figure 1. Performance comparison of DFAs in terms of mean absolute
error, calculated using the reference values of Table 1.

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.5b10864
J. Phys. Chem. A 2016, 120, 1605−1612

1610

227



energy spacings in the spectrum. And, perhaps, at these scales
the estimation of the parameters can be performed.

■ CONCLUDING REMARKS
The GKS formalism allows us to regard XC functionals like
PBE0, and LDA0, as part of a different flavor of KS theory that
includes at least one parameter. In light of the GKS framework,
we studied hybrid functionals and their associated, auxiliary,
electronic systems. Also, some formal conditions that hybrid
functionals should satisfy were shown. In principle, different
systems require different amounts of nonlocal Fock exchange,
which can motivate further work on transforming the
parameters into purely ab initio quantities. Nonlocal exchange
corrections in combination with the adiabatic LDA, e.g., the
CAM-LDA0 form, can produce better charge-transfer excitation
energies with respect to functionals like AB3LYP, and APBE0.
This suggests that a portion of nonlocal exchange is a dominant
factor for the enhancement of excitation energies. Nonetheless,
we remark, discretion and insight by the user is required to
properly set up the correct amount of orbital exchange, and
related quantities. Knowledge deduced from reliable ab initio
calculations and experimental measurements might assist in this
matter.
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Table 1. Calculated Excitation Energies by Using Several Adiabatic DFAs, Reference Values Includeda

system transition type B3LYP CAM-B3LYP PBE0 LDA0 LDA1 CAM-LDA0 ref

HCl Π CT 7.65 7.79 7.84 7.70 7.90 7.83 8.23
CO Σ+ R 10.97 11.79 11.23 11.40 11.60 12.37 12.40

Π R 10.19 10.90 10.53 10.69 10.87 11.45 11.53
Σ+ R 10.13 10.80 10.46 10.62 10.80 11.34 11.40
Σ+ R 9.80 10.37 10.10 10.26 10.42 10.87 10.78
Δ L 10.03 10.08 10.05 10.00 10.23 9.98 10.23
Σ− L 9.72 9.71 9.65 9.52 9.74 9.47 9.88
Π L 8.39 8.47 8.36 8.26 8.41 8.35 8.51

PA m = 2 Bu L 5.88 6.04 5.89 5.83 5.97 5.99 5.92
PA m = 3 Bu L 4.81 5.03 4.80 4.74 4.88 4.97 4.95
PA m = 4 Bu L 4.13 4.39 4.67 4.63 4.19 4.63 4.41
PA m = 5 Bu L 3.66 3.94 3.62 3.56 3.70 3.86 4.27
DMABN B2 L 4.44 4.72 4.43 4.35 4.52 4.70 4.25

A2 CT 4.64 4.91 4.74 4.67 4.83 4.96 4.56
PP B2 L 4.76 5.06 4.79 4.72 4.95 5.12 4.85

A1 L 4.96 5.12 4.86 4.79 5.00 5.19 5.13
B2 CT 4.58 5.27 4.91 4.83 5.04 5.46 5.47
A1 CT 4.64 5.92 5.15 5.08 5.34 6.28 5.94

anthracene B2u L 4.38 4.67 4.46 4.40 4.56 4.71 4.88
B3u L 4.47 4.62 4.55 4.48 4.64 4.63 4.46

β-dipeptide n1 → π2* CT 7.26 8.38 6.96 6.92 7.33 9.05 9.13
π1 → π2* CT 7.20 8.01 6.73 6.66 6.92 8.37 7.99
n1 → π1* L 5.66 5.67 5.61 5.59 5.65 5.72 5.40
n2 → π2* L 5.56 5.76 5.69 5.67 5.73 5.79 5.10

dipeptide n1 → π2* CT 6.31 7.84 6.74 6.64 7.12 8.41 8.07
π1 → π2* CT 6.15 7.00 6.50 6.32 6.72 7.23 7.18
n1 → π1* L 5.55 5.69 5.76 5.64 5.88 5.78 5.63
n2 → π2* L 5.77 5.92 6.03 5.94 6.16 6.10 5.79

MAE 0.61 0.27 0.55 0.55 0.44 0.23
aExcitation types: CT, charge transfer; L, local; R, Rydberg; MAE, mean absolute error. For the dipeptide molecules the subindexes 1 and 2 refer to
the first and second carbonyl groups, respectively. The variable m is the number of units in the oligomer.
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