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ABSTRACT: Amorphous solid dispersions are widely used
to enhance the oral bioavailability of poorly water-soluble
drugs. Polymeric additives are commonly used to delay crystal-
lization of the drug from the supersaturated solutions formed
upon ASD dissolution by influencing the nucleation and growth
of crystals. However, there is limited evidence regarding the
mechanisms by which polymers stabilize supersaturated drug
solutions. The current study used experiments and computa-
tional modeling to explore polymer−drug interactions in aque-
ous solutions. Nucleation induction times for supersaturated
solutions of nine drugs in the presence of five newly synthesized
cellulose-based polymers were evaluated. The polymers had
carboxylic acids substituents with additional variations in the side-chain structure: (1) one with a single side chain and a
carboxylic acid termination, (2) three with a branched side chain terminated with a carboxylic and an alcohol group (varying the
cellulose linkage and the length of the hydrocarbon side chain), and (3) one with a branched side chain with two carboxylic acid
end groups. The polymers with a short side chain and one carboxylic acid were effective, whereas the polymers with the two
carboxylic acids or a long hydrocarbon chain were less effective. Atomic force microscopy experiments, evaluating polymer
adsorption onto amorphous drug films, indicated that the effective polymers were uniformly spread across the surface. These
results were supported by molecular dynamics simulations of a polymer chain in the presence of a drug aggregate in an aqueous
environment, whereby the effective materials had a higher probability of establishing close contacts and more negative estimated
free energies of interaction. The insights provided by this study provide approaches to design highly effective polymers to
improve oral drug delivery.

■ INTRODUCTION

Molecular modeling has provided crucial assistance to the dis-
covery of new drug candidates in recent years.1−4 Integrating
modeling at the discovery stage allows researchers to anticipate
which chemical structures will provide superior interactions
with target proteins. The most promising drug candidates are
synthesized and then tested for drug activity using high through-
put screening experiments.1 The use of computational modeling
during these early stages has been supported by the availability
of protein crystal structures, the fast development of comput-
ing capabilities, and the design and implementation of new meth-
odologies to determine protein−ligand interaction energies.5

Optimization of drug candidates to enhance biopharma-
ceutical properties is essential, and significant effort is devoted

to improve their aqueous solubility.6 Most of the strategies to
increase drug solubility involve the use of additional compo-
nents, namely excipients, which interact with drug molecules
and influence in vivo performance of the final drug formula-
tion. These components include surfactants, cyclodextrins, poly-
mers, and cosolvents.
Amorphous solid dispersions (ASD) are one solubilization

strategy that enables the creation of supersaturated solutions,
whereby the drug concentration exceeds the equilibrium crys-
talline solubility in a given medium. Polymers are added to
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kinetically stabilize the amorphous solid formulation and main-
tain supersaturation for biorelevant time periods. However,
variations in the chemical structure of polymers drastically
influence their ability to delay crystallization from super-
saturated solutions.7,8 This leads to two important questions in
the field: (1) what chemical functionalities are important for
effective polymeric excipients for amorphous solid dispersion drug
delivery and (2) what role do these chemical functionalities play.
The use of novel synthetic approaches has allowed the cre-

ation of promising polymers for ASDs, also providing infor-
mation about structural features important for effective crys-
tallization inhibitors.7−15 The polymers investigated to date
can be divided into two groups: synthetic copolymers, and
cellulose-based polymers, and have been mainly inspired by the
polymers used in commercial ASD formulations.
Computational modeling approaches are helpful to explore

how variations in polymer chemical structure can influence
their tendency to self-interact and to interact with drug mole-
cules. Numerous computational chemistry studies for drug-
polymer systems have been reported recently. Simulations
offer molecular insight when experimental information is
limited.16−27 There are various types of computational meth-
ods applicable to chemical systems. However, the choice will
depend on the problem, the properties of interest, and the size
of the model system.
Gas-phase quantum-chemical calculations of monomer−

drug binding energies have been one of the most common
approaches to study drug−polymer interactions.17,28,29 Atom-
istic and coarse-grained dynamics have also been used to study
larger systems.16,21−25,30,31 Some of these studies have aimed
to grasp the mechanism of incorporation of drug molecules
into polymeric carriers for nanoparticle drug delivery systems.
The enthalpy of mixing is determined and subsequently used
for calculation of the Flory−Huggins interaction parameter,
which offers an indication of drug−polymer miscibility.21,23

There are limitations as to the types of conclusions that can
be drawn from the current methodologies to calculate mono-
mer−drug binding energies. First, typically the type of confor-
mations chosen accentuate certain intermolecular interactions
believed to be relevant, such as hydrogen bonding, but a broad

range of drug−polymer conformations are expected in ASDs.
Second, intermolecular drug-polymer hydrogen bonds are prob-
ably largely disrupted once an ASD encounters an aqueous
environment, and other interactions may become more critical.
Third, quantum mechanical calculations are limited to small sys-
tems, for example, monomers and dimers, due to high com-
putational costs. It is debatable whether the conformations and
interaction energies obtained from monomer−drug model sys-
tems are representative of the real system, in which oligomers
or polymers are present. Fourth, most of these simulations are
conducted in the gas phase, but conformations found in real-
life solvent systems may differ from these.
Atomistic molecular dynamics (MD) studies in this field dem-

onstrate that modeling could be used to calculate thermody-
namic variables and assist in the process of determining how
favorable interactions are between two or more components.21,23

Furthermore, recent combined experimental and computational
studies in the area of ASDs have shown promise.7

Herein, we hypothesize that a multifaceted approach can be
employed to elucidate chemical features important for poly-
meric crystallization inhibitors. We test this hypothesis by syn-
thesis of new cellulose-based polymers, measurement of their
crystallization inhibition properties against a carefully selected
group of nine drugs and estimation of polymer−drug inter-
actions. The polymers explored are cellulose ethers and esters
with carboxylic acid functionalities, as displayed in Figure 1
and described in Table 1. The experimental measurements
involve the determination of crystallization induction times,
and the analysis of polymer adsorption on amorphous films of
the drug, using atomic force microscopy (AFM). The compu-
tational approach consists in estimating free energies of polymer−
drug interactions, as well as analyzing the intramolecular inter-
actions of the polymer in the absence of drug. Such analysis is
based on the radius of gyration, solvent accessible surface area,
and radial distribution functions.

■ METHODOLOGY
Materials. The model compounds used in this study were

purchased from Euroasia Chemicals (Euroasia Ltd., China),
Attix Pharmaceuticals (Toronto, Ontario, Canada), Chempacific

Figure 1. Molecular structures of synthesized cellulose polymers. Note that structures are not meant to imply regiospecificity; particular positions
of substitution in all schemes are only for convenience of depiction and clarity.
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(Baltimore, MD), ChemShuttle (Union City, CA), and Hawkins
(Minneapolis, MN). Table S1 describes the supplier for each
compound shown in Figure 2. The new cellulose-based polymers
were synthesized as described in the next subsection. The
aqueous medium used in all experiments was 100 mM sodium
phosphate buffer pH 6.8, prepared by adding 6.96 g sodium
phosphate dibasic anhydrous and 7.04 g monosodium phos-
phate monohydrate, made up to 1 L with deionized water.

Polymer Synthesis. The ω-carboxy cellulose ester/ether
derivatives used in this study were prepared through a previ-
ously reported olefin cross-metathesis (CM) pathway, and are
fully described including degree of substitution (DS) values in
Table 1.32−35 The mild nature of CM (37 °C, 2−3 h) permits
attachment of a wide variety of functional groups (including
carboxyl and different esters), and subsequent hydrogenation
eliminates the tendency to cross-link, which would lead to loss
of solubility of α,β-unsaturated CM products.13,36 Further-
more, instead of hydrogenation, a tandem CM/thiol-Michael
addition also removes α,β-unsaturation, while affording
branched structures and additional functionality through the
thioether.14,32

All polymers were made from olefin-terminated cellulose
ester/ether derivatives, whose olefin substituents served as
metathesis “handles” for functionalization with different CM
partners. Polymers CA-A5a-079 and CA-A5b-067 were made
from a commercial cellulose ester, cellulose acetate (DS 1.8,
CA-320S), through esterification with undec-10-enoyl

chloride32,35 and pent-4-enoyl chloride,32,36 respectively.
Polymers ECA-0.69, ECB-0.69, ECC-0.69, and ECD-0.69
were made from microcrystalline cellulose through a one-pot
etherification with ethyl iodide and 5-bromo-pent-1-ene.13,14

Polymer syntheses for this study can be categorized into three
reaction pathways:

Reaction pathway 1: 5-Carboxypentyl derivative ECA-
0.69 was prepared by CM of EC2.30C5 with acrylic acid
followed by hydrogenation to eliminate the α,β-unsat-
uration and provide a stable product.
Reaction pathway 2: Branched polymers CA-A5a-079,
CA CA-A5b-067, and ECB-0.69 were synthesized by
CM with hydroxyethyl acrylate followed by a thiol-
Michael addition with 3-mercaptopropionic acid.
Reaction pathway 3: ECC-0.69, and ECD-0.69 were
made by CM with methyl acrylate or benzyl acrylate,
thiol-Michael addition with either 2-mercaptoethanol or
3-mercaptopropionic acid; and a further saponification
using tetrabutylammonium hydroxide to remove the
ester and recover an additional carboxyl group.14

Nucleation Induction Times. Polymers were predissolved
in a small amount of DMSO and sonicated for 90 min at 50 °C
until fully dissolved. Next, small aliquots of the DMSO solu-
tion were added, using constant agitation, to 20 mL of pH 6.8
100 mM buffer at 50 °C. After complete dissolution, the
solutions were equilibrated at room temperature, and the
volume was adjusted to obtain 5 μg/mL polymer solutions.
The final solution had less than 1% DMSO. The methodology
has been described by Dong et al.14

Supersaturated solutions were created by adding a specific
amount of the drug stock solution to 47 mL of phosphate
buffer, maintained at 37 °C and magnetically stirred at 300 rpm.
The crystallization induction time from unseeded samples was
measured using an SI Photonics UV/vis spectrometer (Tucson,
AZ) coupled to a fiber optic probe (path length 0.5 or 1 cm).
Measurements at two different wavelengths were recorded
every minute. The time at which simultaneous increase in absor-
bance at the nonabsorbing wavelength and decrease at the absor-
bing wavelength were observed was taken as the induction time.
Telaprevir concentration was above its glass−liquid phase

separation (GLPS) concentration; concentrations for the other
eight drugs were below the LLPS or GLPS concentration of
each. Details about the experimental conditions used in the
nucleation induction time experiments are shown in Table S1.
Table S2 describes the crystalline and amorphous solubility
values of the compounds studied; the values have been previ-
ously determined in our group.

Atomic Force Microscopy (AFM). A MultiMode 8 AFM
(Bruker Nano Surfaces, Santa Barbara, CA) was employed to
characterize polymer interaction with amorphous surfaces.
Samples were prepared by melting atazanavir onto stainless
steel AFM pucks, which were then flattened using glass cov-
erslips, and allowing it to cool, leaving nominally flat and

Table 1. Polymer Abbreviations and Degree of Substitution for Newly Synthesized Cellulose-Based Polymers

# polymer abbreviation equivalent abbreviation substituent 1 (DS) substituent 2 (DS) substituent 3 (DS)

1 CA-A5a-079 CA-Pen079-HEA-3MPA acetyl (1.82) A5a (0.79) OH (0.39)
2 CA-A5b-067 CA-Un067-HEA-3MPA acetyl (1.82) A5a (0.67) OH (0.51)
3 ECA-0.69 EC2.30C5-AA-H ethyl (2.3) ECA (0.69) OH (0.01)
4 ECB-0.69 EC2.30C5-HEA-3MPA ethyl (2.3) ECB (0.69) OH (0.01)
5 ECC-0.69 EC2.30C5-MA-2ME-TBAOH ethyl (2.3) ECC (0.69) OH (0.01)
6 ECD-0.69 EC2.30C5-BA-3MPA-TBAOH ethyl (2.3) ECD (0.69) OH (0.01)

Figure 2. Chemical structures of model compounds.
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smooth amorphous surfaces. AFM was conducted in buffer
solutions containing 5 μg/mL polymer. Characterization was
performed in tapping mode, utilizing NPG-10 (cantilever C,
0.24 N/m spring constant, 30 nm nominal tip radius) silicon
nitride triangular probes (Bruker Nano Surfaces, Santa Barbara,
CA).
Both height and phase contrast images were obtained for

each sample. Height plots provide topographical information
on surfaces by measuring cantilever tip deflection and relating
this data to the z-position of the surface. Phase contrast plots
depict changes in cantilever resonance caused by interactions
with the surface. Such interactions are sensitive to material
properties of the surface, hence allowing for discrimination
between polymer species and the underlying amorphous sur-
face. Images were analyzed using NanoScope Analysis (v 1.5,
Bruker Nano Surfaces, Santa Barbara, CA).
Computational Simulations. Fully atomistic classical MD

simulations were performed to provide insight into the intra-
and intermolecular interactions between polymer and drug
molecules. Simulated systems included (1) a 28-monomer poly-
mer chain in water, (2) a 25-molecule drug aggregate in water,
and (3) the polymer chain (1) in the presence of the drug aggre-
gate (2) in water. Six different polymers (Figure 1) were used,
and telaprevir (TPV) and atazanavir (ATZ) were the model
drug compounds. Importantly, the total number of molecules
(187457) was maintained constant for all simulations performed.
MD simulations were carried out in GROMACS 5.0,37,38

using the CHARMM force field.39,40

Construction of Polymer Chains. First, the structures of
oligomers with four cellulose monomers were drawn in Hyper-
Chem 8.0.3.41 The substitution patterns are shown in Table 2

and 3, where acetyl (Ac), ethyl (Et), A5x (meaning A5a or A5b),
and ECx (where x signifies A, B, C, or D) represent the
functional groups shown in Figure 1. The substitution patterns
of Tables 2 and 3 are chosen to resemble the probable locations
and average quantities of the different substituents described in
Table 1. This substitution pattern is also illustrated in Figure 3.
Second, an energy minimization of the oligomers with

four monomers was performed with the Polak-Ribier̀e
(conjugate-gradient) algorithm, employing the BIO+(CHARMM)
force field in HyperChem, using a maximum of 3 × 105 steps, and
a root-mean-square (RMS) gradient of 1.0 × 10−2 kcal Å−1 mol−1

as the convergence condition. The structures were then submitted
to the online topology building tool SwissParam,42 used to
obtain topology files in GROMACS format.

Using the included topology file provided by SwissParam, a
residue topology file was constructed by using the GROMACS
Topology Tools program by Anton Feenstra. This residue
topology file was edited to create initial-, middle-, and end-type
residues, where each residue (or oligomer) was composed of
4 monomers. Bonded and nonbonded parameters are taken
directly from the CHARMM force field. Atomic charges were
fitted to reproduce the electrostatic potential of a Hartree−
Fock wave function mapped on a grid surrounding the oligo-
mer to be parametrized. The ChElPG method was employed
for this purpose. Partial charges on symmetrically equivalent
atoms, for example, hydrogens on a methyl group, were bal-
anced to avoid chiral effects.
Next, a polymer chain composed of 28 monomers (seven

repeating units of four monomers each) was drawn in Hyper-
Chem 8.0.3 and minimized using the same conditions
described in the previous step.41 Notice that the total number
of carboxylate groups in a 28 monomer system is 14 for A5a,
A5b, ECA, ECB and ECC, while it is 28 for ECD.

MD Simulations of Single Chains. The polymers were
solvated using the extended simple point charge (SPCE) water
model. A total of 14 Na+ ions were used as mobile counterions
for the A5a, A5b, ECA, ECB, and ECC polymers, while 28 Na+

ions were used for the ECD polymers. These ions served as
counterions to the carboxylate groups of the polymer. The
largest chain had 1298 atoms. The system included ∼187400
water molecules (varying depending on the absence or
presence of drug molecules) in cubic boxes with edges of up
to 17.9 nm.
Two equilibration stages and a production run were perfor-

med in GROMACS 5.0. The velocity-Verlet algorithm was
used as integrator. Periodic boundary conditions were employed
with the Verlet cutoff scheme for neighbor searching. Short-
range electrostatic interactions were modeled with a cutoff of
1 nm, and the Particle Mesh Ewald (PME)43 method was used
for long-range electrostatics. van der Waals forces were calcu-
lated until a cutoff of 1 nm. Different energy groups, corre-
sponding to drug, polymer, solvent, and ions, are specified in
the MD simulation parameter files.
First, the system was minimized using the steepest descent

algorithm (0.01 fs/step), and the minimization was stopped
when the maximum force was less than 100.0 kJ mol−1 nm−1.
Second, a canonical ensemble equilibration (NVT) was per-

formed for 5 ns (1 fs/step) using the v-rescale thermostat, at
a reference temperature of 310 K, with a coupling constant
(tau-t) of 0.2 ps.
Third, a fast isothermal−isobaric equilibration (NPT) was

employed for 1 ns (1 fs/step) using the v-rescale thermostat, at
a reference temperature of 310 K, with a coupling constant
(tau-t) of 0.2 ps; and the Berendsen barostat at a reference
pressure of 1 bar, with a coupling constant (tau-p) of 0.2 ps.
Finally, the production run was performed for 5 ns (1 fs/

step recording output every 2 ps) in the isothermal−isobaric
(NPT) ensemble using the Nose−́Hoover thermostat, at a
reference temperature of 310 K, with coupling constant (tau-t)
of 0.2 ps, and the Martyna-Tuckerman-Tobias-Klein (MTTK)
barostat at a reference pressure of 1 bar, with coupling constant
(tau-p) of 1.0 ps.
The trajectories from the production run were examined.

The radius of gyration (Rg), radial distribution functions (RDF),
solvent accessible surface (SAS) areas, and an estimate of the
free energy of solvation were analyzed for each type of oligomer.
Details about computing Rg and SAS can be found in our

Table 2. Substitution Patterns for Cellulose Ester
Derivatives, where C2, C3 and C6 Represent the Positions in
a Cellulose Ring

carbon monomer 1 monomer 2 monomer 3 monomer 4

C2 Ac Ac Ac H
C3 Ac Ac H H
C6 A5x group Ac A5x group Ac

Table 3. Substitution Patterns for Cellulose Ether
Derivatives

carbon monomer 1 monomer 2 monomer 3 monomer 4

C2 Et Et Et Et
C3 Et Et Et H
C6 ECx group Et ECx group Et
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previous article.7 The free energy of solvation of the polymer
chains was estimated using a semianalytical algorithm imple-
mented in GROMACS, called by adding the -odg option to the
gmx sasa command.44 This technique allows for estimation of
average solvation free energies from per-atom solvation ener-
gies derived from exposed surface area along the trajectory.
Those surface areas are computed using the double cubic lat-
tice method by Frank Eisenhaber.45

MD Simulation in the Gas Phase to Create Drug
Aggregates. The starting chemical structures of telaprevir and
atazanavir were extracted from a crystalline structure report.46,47

The sulfate molecules were removed from the structure reported
for atazanavir bisulfate, because we were interested in the
atazanavir free base. Using the Q-Chem 4.348 computational
chemistry package, the structures were optimized using tight
convergence criteria for the self-consistent field procedure.
Density Functional Theory (DFT) calculations, with the hybrid
Perdew−Burke−Ernzerhof exchange-correlation density func-
tional (PBE0)49,50 with Pople’s 6-31+G* basis set were per-
formed. The drug structures were then submitted to the online
topology building tool SwissParam,42 used to obtain topology
files in GROMACS format.
A total of 25 drug molecules were added to a cubic box with

edges of up to 6.0 nm. The system with atazanavir drug mole-
cules underwent a 2 ns NVT equilibration, followed by 6 ns
NPT equilibration, and the system with telaprevir drug mole-
cules underwent a 0.5 ns NVT equilibration, followed by
2 ns NPT equilibration. The sole purpose of these simulations
was to create aggregates of drug molecules in the gas phase.
For the NVT equilibration the v-rescale thermostat, at a ref-
erence temperature of 310 K, with a coupling constant (tau-t)
of 0.2 ps was used. For the NPT equilibration, a coupling
constant (tau-t) of 0.2 ps and the MTTK barostat at a
reference pressure of 1 bar, with coupling constant (tau-p) of
1.0 ps, were utilized.
Polymer−Drug MD Simulations. The aggregate of 25

drug molecules was placed in the presence of a polymer chain
previously equilibrated as described above. Then the water sol-
vation box was adjusted to fit both solutes. The simulations
were performed starting with the drug aggregate and the poly-
mer separated by a short distance of approximately 1 to 2 nm.
A NVT equilibration stage was performed (0.5 ns), followed
by a NPT equilibration (1 ns) using the v-rescale thermostat
and the Berendsen barostat, a second NPT equilibration (5 ns)
using the Nose−́Hoover thermostat and the MTTK barostat,
and a NPT production run (10 ns) using the Nose−́Hoover
thermostat and the MTTK barostat.
For the polymer−drug interaction analysis, the Lennard-

Jones and Coulomb terms for short and 1−4 interactions were
extracted. The GROMACS energy function was run for all

energy groups, with the flag “-fee” to estimate the free energy
difference with respect to an ideal gas state along the produc-
tion trajectory.51 Equation 1 shows the description of the free
energy estimate, where k is the Boltzmann constant, T is the
simulation temperature, 310 K, U is the potential energy of the
polymer−drug interaction. In the case of the polymer−drug
interaction, the free energy estimate is obtained by employing a
regular free energy perturbation approach, as an average com-
puted between all recorded steps of the trajectory.

G G G kT elnn P T n P T
U kT

( , , ) ideal gas( , , )
/Δ = − = ⟨ ⟩ (1)

■ RESULTS

Nucleation Induction Time. The crystallization inhibition
properties of cellulose-based polymers were evaluated. The
model drugs used for the studies included fast, intermediate,
and slow crystallizers. Griseofulvin, celecoxib, ezetimibe, and
danazol were fast crystallizers; telaprevir, nifedipine, and nevi-
rapine were intermediate; and ritonavir and atazanavir were
slow crystallizers. The drugs were un-ionized at the pH values
used in these experiments, pH 6.8; hence, ionic interactions
between drug and polymer were absent.
The polymer concentration in these experiments was 5 μg/mL.

The viscosity of the buffer solution remains unchanged at these
low concentration values. Furthermore, the synthesis method
used (cross-metathesis and thiol-Michael addition) was mild
and modular.14,32,52 Thus, similar molecular weight distribu-
tion is expected (more information is provided in Supporting
Information). Consequently, the variations in nucleation induc-
tion times cannot be attributed to changes in the viscosity of
the solutions or the polymer molecular weight, but to the
different substitution patterns.
All polysaccharide derivatives studied had carboxylic acids.

The DS(CO2H) was kept constant for each derivative type,
and the DS of carboxyl-bearing substituent was held within a
narrow range (0.67−0.79) across the range of polymers stud-
ied (Figure 1; but note that one polymer type, ECD, bears two
carboxyls per substituent). The main differences between the
cellulose ethers and cellulose esters were the linkage to the cel-
lulose backbone, and the nature of the starting material used to
synthesize the polymers. Cellulose acetate was modified to
make the cellulose esters used in this study, while ethyl cellu-
lose was used to make the cellulose ethers.
Figure 4 shows the effectiveness of two cellulose esters that

differ only in the length of the hydrocarbon tether that attaches
the functional group (e.g., carboxyl) to the cellulose backbone.
Polymer CA-A5a-079 has a short tether, while polymer CA
A5b-067 has a long tether (Figure 1). The polymer with the

Figure 3. Oligomer of four cellulose monomers, as described in Tables 2 and 3. The green groups are either acetate, ethyl, or hydrogens, depending
on the polymer type; and the R group in red has either one carboxylic acid (A5a, A5b, ECA, ECB, and ECC) or two carboxylic acids (ECD).
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short tether performs better than the polymer with the long
one for all the compounds studied.
Consequently, the next set of polymers were designed with a

short hydrocarbon tether. Cellulose ethers were designed with
variations in the position of the carboxylic acid group, as shown
in Figure 1. Figure 5 shows the nucleation induction times for

the same group of drugs, in the presence of differently designed
cellulose ether derivatives: one with a single chain ending with
a carboxylic acid (ECA-069) per CM substituent, one with a
two branches, one with a terminal carboxylic acid and one with
an alcohol (ECB-069), and one with two branches each of
which terminates with a carboxylic acid (ECD-069). ECA-0.69
appears to be an effective crystallization inhibitor, especially for
the fast crystallizing compounds. For slowly crystallizing com-
pounds, those with longer induction times, the polymer with a
single terminal carboxylic acid (ECB-069) is more effective than
the polymer with two terminal carboxylic acids (ECD-069),
while little difference is apparent between the two polymers for
the fast crystallizing compounds.
Adsorption of the Polymer onto Atazanavir Amor-

phous Films. Atomic force microscopy (AFM) was used to
study how the polymer adsorption varies on amorphous films
of drug. Changes in topographical and phase contrast AFM

images give an indication about the tendency of the polymer to
interact with the amorphous surface, which is indirectly related
to intra- and intermolecular interactions between drug, poly-
mer, and water.53 Figure 6 shows variations in phase and
height for amorphous films of atazanavir exposed to different
polymer solutions. Globular structures are observed in the pres-
ence of A5b, ECA, ECB, and ECD, whereas they are absent in
the presence of A5a.
The height figures allow for direct quantitation of polymer

globule dimensions. Phase contrast plots aid in interpretation
of features in the height plot, assisting in discrimination between
adsorbed polymers and topographical features on the underlying
surface. Additionally, phase plots provide enhanced contrast
relative to height plots for interrogation of finer structural fea-
tures. For example, the phase plot for the ECD system reveals
some smaller globules that are hidden within the surface topog-
raphy on the height plot. Furthermore, some larger globules on
the height plots for ECB and ECD can be distinguished on the
phase plot as agglomeration of multiple smaller globules.

MD Simulations. First, MD simulations of single polymer
chains were performed to determine whether variations in the
chemical structure of the polymer translate into changes in the
dynamic behavior of the chain. The radius of gyration, solvent
accessible surface area, estimated free energy of solvation, and
radial distribution functions were computed. These simulations
were performed with single chains to simplify the system and
avoid interference by other components. The polymer chains
were drawn to resemble the average location of the different
substituents. Nonetheless, the real polymers are randomly sub-
stituted and, as a result, may slightly differ from the model sys-
tem either in DS or in substituent locations.
Figure 7a shows the free energy of solvation, estimated from

the MD production trajectory. This indicates that the cellulose
ester polymers (A5a and A5b) have more negative free ener-
gies of solvation than the cellulose ether polymers based on
ethyl cellulose (ECA, ECB, ECC, and ECD). Figure 7b shows
the solubility parameters calculated by the Fedors method for
comparison purposes, where more positive values indicate more
hydrophilic materials.54 Importantly, the MD simulations corre-
spond to the ionized state of the polymers, which is expected
under the experimental conditions employed, while the solu-
bility parameter calculations correspond to neutral structures,
because the Fedors method forbids the inclusion of ionized
substituents.
The results from Figure 7a,b indicate that the process of

solvation of the A5a and A5b polymers is more favorable than
for the EC polymers. When comparing A5a and A5b, which
only differ in the hydrocarbon tether length, it is more favor-
able to solvate A5a (short tether) than A5b (long tether), as
expected. Furthermore, drastic differences are observed in the
estimated free energy of solvation and in the solubility param-
eter when comparing A5a and ECB. These two polymers pos-
sess similar side chain length and functional group (i.e., car-
boxylic acid) but differ in the linkage to the cellulose backbone
(ester versus ether), the additional substituent, and the DS
(acetyl versus ethyl, Figure 1 and Table 1). This suggests that,
although chemical structures may look similar, small variations
in the chemical structure and DS may influence the solvation
process.
Figure 7a shows that among the EC derivatives, ECC has the

most positive estimated free energy of solvation, indicating that
it may be harder to solubilize. This is an interesting observa-
tion because the solubilization process for the ECC polymer

Figure 4. Induction time for nine drugs in pure buffer (black bars) or
in buffer containing 5 μg/mL of a cellulose ester polymer (green and
blue bars; number of experiments, n = 3).

Figure 5. Induction time for nine drugs in buffer (black bars) or in
buffer containing 5 μg/mL of a cellulose ether polymer (red and gold
bars; n = 3).
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was particularly challenging, due to precipitation upon contact
of the DMSO−polymer solution with buffer. This complica-
tion is the reason that experimental results are not shown.
The radius of gyration, Rg (Figure 8a), and solvent accessible

surface areas (SASA) per atom (Figure 8b) were analyzed for
the production trajectory for single chain systems. We have
previously used these quantities to analyze the structure of a
wide range of cellulose ester polymers and have observed that
the Rg primarily depends on the conformation of the main cel-
lulose chain, while the SASA depends on the conformation of
the side chains.7 The Rg values (Figure 8a) for the 28-monomer
chains are in the 2.9−3.7 nm range. Two main observations
were made from these results: (1) the A5a cellulose chain is
more extended than the A5b chain and (2) the ECC chain has
a high distribution of Rg values during the trajectory indicating
that this polymer structure is more flexible and that the cellulose
chain tends to have a greater variety of conformations.
The SASA values (Figure 8b) show a higher area for the

ECA, ECD, and A5a polymers, indicating that the side chains
are more extended in these systems, and the lowest value is for
A5b (long hydrocarbon chain), indicating that the side chains
in A5b tend to be more agglomerated.
We then performed simulations of a polymer chain with a

nucleus of 25 drug molecules. Experimentally, the polymer is
first dissolved and equilibrated in an aqueous environment, fol-
lowed by addition of the drug solution. Thus, for this set of
simulations, the polymer structure chosen corresponded to the
equilibrated state after performing simulations for lone-polymer
chain systems. In other words, all the simulations with the lone-
polymer chains were performed initially, followed by the

simulations with both the drug and the polymer chain. For the
drug-and-polymer simulations, a nucleus of drug molecules was
first prepared in the gas phase and then solvated. The reason for
using a drug aggregate was the occurrence of these type of
structures during experiments, rather than single solvated drug
molecules. A set of simulations was performed starting from a
conformation with close separation between the polymer and
the drug aggregate, approximately 1−2 nm apart. It is expected
that during the simulation the molecules would get closer if the
interaction is favorable or would separate if the interaction is
unfavorable.
Figure 8b,c show the Rg and SAS for the polymer during the

production trajectory corresponding to the simulations of a
combined polymer−drug aggregate system. Noteworthy, in
some cases, the polymer Rg tends to be smaller in drug-and-
polymer simulations than in lone-chain simulations, which indi-
cates that the presence of the nearby drug aggregate influences
the structure of the main cellulose chain. Interestingly, the
A5b polymer is more agglomerated in the presence of both
ATZ or TPV, suggesting that the interaction of A5b with the
drug aggregates is less attractive compared to the more
favorable intramolecular interactions of A5b. The SASA results
(Figure 8d) show a similar trend in the absence of drug, where
A5a has a higher solvent accessible surface area per atom
than A5b.
We analyzed the interaction between polymer and drug. The

probability of finding the polymer chain at a given distance
from the aggregate of drug molecules is shown in Figure 9,
represented through the radial distribution function (RDF)
between polymer and drug.

Figure 6. AFM height (2 μm × 2 μm) and corresponding phase contrast images for atazanavir in the absence (ref) and presence of polymers (A5a,
A5b, ECA, ECB, and ECD). Images were captured in liquid at room temperature and with a 1 h incubation period. Scale bars represent 400 nm.

Figure 7. (a) Free energy of solvation for a group of seven oligomers with 28 monomeric units. Data processed from the production trajectory. The
arithmetic mean is marked by the black horizontal line, accompanied by candlesticks, centered on the median, representing the standard deviation.
The whisker bars mark the lower and higher quartiles, meaning that 50% of all measurements are contained within these bars. (b) Solubility
parameter calculated by the Fedors method.

Biomacromolecules Article

DOI: 10.1021/acs.biomac.8b01280
Biomacromolecules 2018, 19, 4593−4606

4599

http://dx.doi.org/10.1021/acs.biomac.8b01280


Among the nine compounds studied experimentally, TPV
and ATZ have been more extensively used to explore the
effectiveness of newly synthesized cellulose polymers and
crystallization inhibition in general.7,55,56 Therefore, TPV and
ATZ were selected as model drugs for the MD simulations.
This selection could also prove useful in future studies as we

continue optimizing and validating the computational method-
ology described herein and conducting additional studies on
these representative poorly soluble compounds.
Comparison of ATZ and TPV in the presence of A5a, A5b,

ECA, ECB, and ECD are shown. The results indicate that
there is a higher probability of finding A5a closer to the drug

Figure 8. (a, c) Average radius of gyration ⟨Rg⟩ and (b, d) solvent accessible surface area per atom for a group of seven oligomers with 28 monomeric
units. Data processed from the production trajectories. (a, b) Conformations from the single chain simulations. (c, d) conformations from the polymer−
drug simulations. The arithmetic mean is marked by the black horizontal line, accompanied by candlesticks, centered on the median, representing the
standard deviation. The whisker bars mark the lower and higher quartiles, meaning that 50% of all measurements are contained within these bars.

Figure 9. Radial distribution function (RDF) between polymer and drug molecules, corresponding to the 10 ns production trajectory.
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molecules than A5b. Nonetheless, there is a greater attraction
between A5a and ATZ than between A5a and TPV, repre-
sented by a higher RDF peak. Figure 10 shows illustrative
snapshots from the production trajectories for the drug with
A5a or A5b systems. Regarding the EC polymers, there is a
higher probability of finding ECA and ECB close to the drug
aggregate than ECD, especially for TPV.
Next, we determined the probability of finding certain sec-

tions of the polymer close to the drug aggregate. Specifically,
we were interested in comparing the probability of finding the
carboxylate group (COO− termination) or the ethyl or acetyl
group (CH3 termination) close to the drug aggregate. Figure 11
shows the RDF for two of the most effective polymers (A5a and
ECB) for TPV and ATZ, and one of the less effective polymers
(ECD). Figure 11 indicates that there is a lower probability of
finding the carboxylic acid group than the more hydrophobic
group, CH3, close to the drug aggregate for these systems.
Different energy groups were specified in the MD simulation

parameters file to enable the extraction of information about the
intermolecular interactions between drug and polymer. Figure 12
shows an estimate of the free energy difference with respect to
the ideal gas state, which is calculated over the full 10 ns of the
trajectory at 310 K. According to these results, the interaction
of A5b with the nucleus of drug molecules is insignificant for
both TPV and ATZ. Meanwhile, A5a interacts with ATZ and
TPV, with a more negative value for ATZ, indicating a more
attractive interaction between ATZ and A5a. ECA and ECB have
an attractive interaction with TPV, but the interaction appears to
be stronger between ECB and TPV than between ECA and
TPV, and ECD interacts marginally with TPV. In contrast, ATZ
has an attractive interaction with ECA, ECB, and ECD, but the
interaction is stronger with ECA and ECB than with ECD.

■ DISCUSSION

The increasing interest in amorphous solid dispersion as a
strategy to improve drug solubility, driven by the rising number
of drugs with solubility issues, creates a need to find new

materials that delay crystallization from these metastable formu-
lations. It has been reported that several additives, such as poly-
mers and bile salts, have crystallization inhibition properties,
which makes them attractive excipients for drug formula-
tions.7,9,15,55−57 Herein, different cellulose-based polymers with
carboxylic acid functionalities were synthesized to determine
how variations in chemical structure influenced their perform-
ance at inhibiting drug crystallization. The polymers synthe-
sized had carboxylic acid functionalities, based on our previous
observations showing that polymers with carboxylic acids were
more effective than those with amides, amines, or alcohols.7

We had previously studied the effectiveness of A5a and A5b for
TPV and found that the variation in the length of the hydro-
carbon chain had a drastic impact on the effectiveness of the
polymer, with A5a (short hydrocarbon tether) showing better
effectiveness than A5b (long hydrocarbon tether).7 These
results suggested that the intramolecular interactions in the
polymer significantly influenced their effectiveness at inhibiting
crystallization: a polymer that tends to self-associate has a
lower probability of interacting with drug molecules. However,
one outstanding question was whether the same trend would
be obtained for other drugs, with chemical properties different
from TPV. This led to the exploration of the nucleation
induction times for a group of nine drugs (Figure 2) in the
presence of A5a and A5b. Interestingly, A5a performed better
than A5b (Figure 4) for all the compounds studied, suggesting
that the polymer ineffectiveness was probably due to its
preferred self-interaction, which in turn leads to a low tendency
to interact with the drug molecules.
A better understanding of what may be happening in solu-

tion can be extracted from the simulations of 28-monomer
single-chain polymers as well as from the simulations of drug
aggregates at a close distance of one of these polymer chains.
Figure 8 shows that A5a has a more extended conformation
than A5b, as evidenced from the Rg and SASA. It is also appar-
ent that the presence of the drug, TPV or ATZ, has an impact
on the polymer’s intramolecular interactions. Particularly, A5b

Figure 10. Representative snapshots from the 10 ns production trajectories. ATZ molecules are shown in gray, TPV molecules are magenta, A5a is
green, and A5b is blue: (a) ATZ and A5a; (b) ATZ and A5b; (c) TPV and A5a; and (d) TPV and A5b.
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tends to self-associate even more in the presence of ATZ and
TPV, indicating that the self-interaction is favored instead of
the drug-polymer interaction. The RDF results shown in Figure 9

are in good agreement with these results, where the probability of
finding A5a close to the drug is much higher than the probabil-
ity of finding A5b.

Figure 11. Radial distribution function (RDF) between polymer and drug molecules, corresponding to the 10 ns production trajectory. The black
line denotes the RDF between the CH3 group in the acetyl or ethyl group and the drug molecules; the red line denotes the RDF between the
COO− and the drug molecules; and the blue line denotes the RDF between all the atoms of the polymer and the drug molecules.

Figure 12. Estimated free energy of interaction for different polymer−drug systems, corresponding to the 10 ns production trajectory, and
computed with respect to the ideal gas state, as described in eq 1.
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Given that A5a effectively extended nucleation induction
times, new polymer candidates were created with similar struc-
tures but with an ether linkage to the cellulose backbone, and
with ethyl cellulose as the starting material. The cellulose ether
polymers have some potential advantages including hydrolytic
stability under extreme pH conditions, and a potentially shorter
synthetic route.
Cellulose ethers ECA, ECB, ECC, and ECD were of interest

to illuminate how variations in the position and number of
carboxylic acids per anhydroglucose unit (AGU) influenced
their effectiveness. Unfortunately, ECC could not be used due
to issues with polymer solubilization in an aqueous solvent.
The aqueous solubility for the remaining ethyl cellulose deriv-
atives (ECA, ECB, and ECD) is in the 1−11 mg/mL range.58

ECA included a single single tether chain with a carboxylic acid
termination, which permitted us to evaluate polymer effec-
tiveness in the absence of additional branches. ECA was an
effective crystallization inhibitor for all the compounds studied,
but it was particularly effective for the fast crystallizing com-
pounds, increasing the nucleation times by more than an order
of magnitude in some instances. According to the Rg and SASA
values in the absence of drug (Figure 8a,b), ECA adopts a
conformation in which the main cellulose chain and the side
chains are extended. This probably contributes to its favorable
interaction with different types of drug molecules. The RDF
values in Figure 9 support favorable interaction of ECA with
drug molecules, showing a higher probability of finding ECA
close to ATZ and TPV aggregates, with higher peaks in the
case of ATZ.
ECB presents a structure similar to that of A5a, while ECD

has two branches with carboxylic acids. Figure 5 shows that the
presence of more carboxylic acid groups per AGU (ECD) may
not improve polymer effectiveness as a crystallization inhibitor.
The polymer with one carboxylic acid (ECB) performed better
than the polymer with two carboxylic acids for most drugs;
except for griseofulvin and ezetimibe, where both polymers
appeared equally effective. This observation initially surprised
us, considering that we have observed that carboxylic acid
substituents typically lead to more effective polymers. Further,
in previous studies, it appeared that polymers with higher DS
(COOH) were better inhibitors, although those polymers had
other structural variations in addition to DS (COOH).8

MD simulations for these systems allowed us to gain insight
into differences between the ECB and ECD polymers at the
molecular level and to decipher the reason behind the better
effectiveness of ECB compared to ECD. The solvent accessible
surface area measurements in the absence or presence of drug
(TPV and ATZ) are larger for ECD than for ECB (Figure 8b,d),
indicating that the side chains are more extended for ECD, with its
two negative charges per AGU. It is important to point out that,
two charges per AGU were simulated for the ECD polymer, but it
is possible that under the experimental conditions used some of
the carboxylic acid groups are protonated while others are ionized,
since they influence one another’s kinetics and extent of ionization.
The Rg of ECB and ECD was similar in the absence of the

drug aggregate (Figure 8a), and it indicates an extended con-
formation of the main cellulose chain. Moreover, some varia-
tions are observed when the polymer is placed in the presence
of the drug aggregate (Figure 8c). For instance, the Rg for ECB
is reduced when it is in the presence of ATZ. Variations in the
Rg of the polymer due to the presence of the drug aggregate
can be explained in two ways. One is that the polymer has more
attractive interactions with itself. Another is that the polymer is

actively interacting with the drug aggregate, which results in the
bending of the chain.
Therefore, an additional metric was required to determine

the potential interaction between polymer and drug. RDF values
(Figure 9) show a higher probability of finding drug molecules
(TPV or ATZ) closer to ECB than to ECD, indicating a more
attractive interaction between ECB and the drug, than between
ECD and the drug. Consequently, the reduced Rg for ECB in
the presence of ATZ can be attributed to a strong interaction
with the drug aggregate, which results in bending of the chain.
Overall, these MD results shed light into how the polymer with
two carboxylic acids (ECD) had a lower probability of inter-
acting with the drug aggregate than the polymer with one
carboxylic acid (ECB), suggesting that by adding a second
carboxylic acid group (ECD) we are actually weakening the
polymer−drug interaction.
In addition, the RDF values between sections of the poly-

mer and the drug aggregate (Figure 11) indicate that the
interaction of the most effective polymers (A5a and ECB) with
the drug molecules (TPV and ATZ) is mainly driven by the
hydrophobic interactions between the acetyl/ethyl group and
the drug aggregate, rather than specific interactions with the
carboxylic acid group. The use of experimentally determined
RDFs to study solid mixtures of ASDs,59 as well as the
interaction energy for solid mixtures17,60 has been described in
the literature as an alternative to study intra- and intermolecular
interactions between drug molecules and polymer in the solid
state. The results shown herein support the utility of this
approach for understanding solution behavior.
The AFM measurements provide insight about the inter-

action of the polymer at the drug-water interface, precisely by
providing visualization of how the polymer adsorbs to the sur-
face of the amorphous drug. It is hypothesized that differences
in the affinity of the polysaccharide derivative polymer for water
versus drug will influence the conformation of the polymer
adsorbed to the amorphous surface. Previous studies of polymers
adsorbed to crystalline surfaces demonstrated a relationship
between the extent of polymer coverage on the surface and the
rate of crystal growth.53 The current study uses an amorphous
surface which provides a better representation of the initial
disordered phase, thought to be the first stage of the nucleation
process.61

Clear differences are seen between short and long hydro-
carbon tether length cellulose esters when comparing their dis-
position on the surface of the atazanavir film (Figure 6). The
polymer with the short tether appears to be homogeneously
dispersed across the surface (A5a), while unevenly distributed
large polymer globules are observed for the polymer with the
long tether (A5b). These observations agree with the MD sim-
ulations, which show the tendency of the latter polymer to self-
associate. Smaller globular structures are observed for ECA,
ECB, and ECD. ECA and ECB structures have similar sizes
and are uniformly spread throughout the surface, while larger
globular structures are observed for ECD. Figure 5 indicates
that ECA, ECB, and ECD inhibit crystallization for ATZ, with
better performance exhibited by ECA and ECB. This suggests
that even though these three polymers form globular
structures, they are still able to inhibit crystallization. However,
one of the main differences observed is in surface coverage by
these globular structures, with more extensive coverage for
ECA and ECB, less coverage by ECD, and even less by A5b.
It is unsurprising that the EC polymers form these globular
structures at the drug-water interface, as the MD simulations of
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lone-polymer chains in water indicate that EC derivatives have
more positive energies of solvation (Figure 7). The SASA is
lower for ECB than A5a, indicating that the side chains are
more contracted, and is approximately the same for ECA,
ECD, and A5a (Figure 8b). The formation of globular
structures onto the surface does not necessarily indicate that
a polymer is a poor crystallization inhibitor. It is also necessary
to determine polymer coverage of the surface and the size of
the globular structures. It is possible that the formation of
these globular structures may impact the ability of the polymer
to prevent crystal growth, with better performance for poly-
mers that are able to spread evenly and in an extended confor-
mation, than for those that form globules with a low extent of
surface coverage. Or it may be that a higher additive concen-
tration is needed to inhibit crystallization for polymers which
form globules.
We simulated drug aggregates in the presence of polymers to

obtain a thermodynamic quantity, the free energy of interac-
tion between drug and polymer, as a general indication of the
likelihood of a polymer−drug interaction. The idea was inspired
by protein + ligand simulations, which use thermodynamic
cycles to compare the variations in the interaction energies when
changing the chemical structure of the ligand.1,20 These meth-
odologies are widely used during discovery stages and are stan-
dardized for protein systems. There are multiple differences
between proteins and polysaccharides that make simulations
with polysaccharides systems more challenging. First, there are
crystal structures available for proteins, which typically corre-
spond to their quaternary structure; whereas polysaccharide
structures are constructed from scratch. There is variability from
polymer chain to polymer chain due to the random substitution
patterns of these cellulose-based polymers, and their relatively
broad distribution of degrees of polymerization. This implies
an extra level of preparation for the simulations, where the
structures are based on the percentages of substitution rather
than in the actual position in the polymer chain. Second,
proteins typically have pockets where the ligand will more
likely interact, whereas drug molecules are expected to interact
with different sections of the polysaccharide materials. Finally,
polysaccharide derivatives are more flexible than proteins
because they tend to lack ternary or quaternary structure. These
factors make the simulation of polymer−drug systems more
challenging for this type of calculations.
In the present study, we estimated the free energies of inter-

action (Figure 12) based on the 10 ns production trajectories.
The results shown indicate that A5a interacts favorably with
ATZ and TPV, while A5b does not come in close contact with
the drug molecules. Similarly, ECA, and ECB have attractive
interactions with ATZ and TPV, while ECD appears to interact
more weakly, particularly with TPV. However, the interaction
between ECA and ATZ is stronger than between TPV and ECA.
These results agree with the experimental nucleation induction
times shown in Figures 4 and 5, which suggest that the estimated
free energy of interaction between drug and polymer may give
valuable information about the tendency of the polymer to
interact with the drug molecules and prevent crystallization. Inter-
action with the emerging nucleus is clearly a prerequisite for
disruption of nucleation.62 Therefore, polysaccharides that show
little interaction clearly will be ineffective. However, for poly-
mers with favorable interactions with the drug aggregate it is
likely that the extent of nucleation disruption will also depend
on the extent to which the drug self-association is disrupted by

the presence of the polymer, whereby steric factors, such as
bulkiness of side chain groups, may contribute.
It is important to highlight that crystallization depends

on kinetic and thermodynamic factors. The MD simulations
described herein only provide thermodynamic information.
As a result, it is not realistic to expect a direct correlation between
the induction time results and the estimated free energies of
interaction. Rather, it is shown that the estimated free energies of
interaction can give valuable information about the likelihood
of a polymer interacting with a drug molecule.
Nevertheless, some of the limitations of the current meth-

odology include the length of the simulated trajectory and the
computational resources needed, even though the simulation
times are in the nanoseconds range. The lack of an experimental
structure for the polysaccharide (e.g., X-ray crystal structure)
requires the extra step of creating the polymer chain and run-
ning simulations for lone polymer chains in water to obtain a
structure that resembles the experimental.
For these reasons, careful planning is advised in the

implementation of this type of methodology in an industrial
setting, where fast results will be needed to serve as a screening
methodology for polymers. Alternative methodologies, such as
simulated annealing MD, may allow for a wider sampling of
conformations. Different methods, such as semiempirical and
tight-binding approaches, may provide useful static properties
at a fraction of the current computational cost. Nonetheless,
this study opens a promising extensive field to continue exploring.

■ CONCLUSION
This study involved a multifaceted experimental and
theoretical approach to explain variations in the crystallization
inhibition properties of a series of polysaccharide derivatives.
Small changes in the chemical structure of the polymer
strongly influenced its ability to inhibit crystallization. The
determination of radial distribution functions and estimated
free energies of interaction between a nucleus of drug
molecules and a polymer chain, using computational modeling,
were useful to predict possible intermolecular interactions in
solution. The tendency of the polysaccharides to interact at the
amorphous drug−water interface was verified by AFM
measurements, whereby computational predictions showed
good agreement with experimental data. These approaches
lend support to the hypothesis that polysaccharides that are
effective crystallization inhibitors have a balance of hydro-
phobic and hydrophilic groups. Thus, effective polysaccharides
interact with drug aggregates via hydrophobic interactions with
backbone functionalities such as ethyl groups, while carbox-
ylate groups associated with tethered substituents lead to an
extended polymer conformation that in turn minimizes the
tendency for intramolecular interactions. These results not
only provide fundamental insight into mechanisms by which
polymers modify nucleation rates, but also pave the way for the
rational design of new materials for crystallization inhibition.
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